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Abstract-In this paper the design steps and simulations as well 


as measurement results for a subharmonically pumped fully 


monolithic 94 GHz mixer are presented. The mixer is based on a 
antiparallel pair of GaAs Schottky diodes. The best measured 
conversion loss at 94 GHz is 13.2 dB with a very low LO power 


level of 1.2 mW. Biasing is not needed. The mixer uses center 
conductor and ground conductor stubs for impedance matching.  


I. INTRODUCTION 


Subharmonic mixers are often preferred over fundamental 


mixers at millimeter wave frequencies. The reasons include 


lower frequency LO source, better noise properties as well as 


RF/LO isolation. Gallium Arsenide (GaAs) based diode mixers 


have been designed for W-band and higher frequencies using 


hybrid or monolithic approach. A full W-band mixer is 


described in [1].  


Our approach utilizes an antiparallel diode pair for the 


optimal cancellation of noise and the second harmonic of the 


LO frequency, which would be very close to the wanted RF 


frequency of 94 GHz. For matching and filtering circuits the 


mixer employs center conductor and ground conductor series 


stubs [2]. The lowest measured conversion loss at 94 GHz is 


13.2 dB with a very small LO power level of 1.2 mW and no 


bias current. The chip size is 2.16 x 0.94 mm
2
. 


 


II. CIRCUIT DESIGN AND LAYOUT 


The MMIC circuit of the subharmonic mixer is shown in 


Figure 1. This circuit was fabricated using the BES process 


from United Monolithic Semiconductors (UMS). The mixer 


consists of a shunt antiparallel pair of Schottky diodes and of 


center conductor and ground plane stubs for filtering and 


impedance matching. The diodes and all the filter elements 


were designed and simulated separately using a full-wave 


simulator (HFSS) and a circuit simulator (Agilent ADS). An 


equivalent circuit model for the antiparallel diode pair is shown 


in Figure 2. Diode 1 and Diode 2 in the Figure refer to the 


actual diode junctions with a nonlinear junction capacitance 


and a series resistance. The optimization of the component 


values was done by fitting the circuit simulation results to the 


full-wave simulation results of a corresponding structure, 


where the diode junctions were filled with a passive GaAs 


layer. As an example, a full-wave simulation for the 


optimization of the IF output structure is shown in Figure 3 


with an E-field plot.  


 
 


Figure 1. Microscope photograph of the subharmonic mixer chip. 


 


 
 


Figure 2. Equivalent circuit for the antiparallel diode pair.  
 


III. MEASUREMENT SETUP 


The measurements were done using a Cascade Microtech 


probe station. The RF signal source was an Agilent PNA 


vector network analyzer and the LO signal source Agilent 


Millimeter-Wave Source Module 83556A. The local oscillator 


frequency was 45.75 GHz and the power was swept between 


0.2 – 5.7 mW (incident input power at the probe tips). The 


measurement setup is shown in Figure 4. 







 
 


Figure 3. Full-wave simulation for the optimization of the IF output structure. 
The excitation is in the RF port at 94 GHz.  


 


 
 


Figure 4. Measurement setup for subharmonic mixer measurements. 
 


IV. RESULTS AND DISCUSSION 


Measured conversion loss of the mixer at 94 GHz as a 


function of the LO power is shown in Figure 5 and the 


measured reflection coefficient in Figure 6. The lowest 


measured conversion loss is 13.2 dB with a very low LO power 


level of 1.2 mW and the corresponding reflection coefficient is 


-7.4 dB. The lowest conversion loss achieved in simulations is 


7.8 dB with a corresponding reflection coefficient of -20 dB.  


We believe that there are at least two explanations why the 


measured and simulated performances differ so much. The first 


is that the design was done in separate blocks and the coupling 


between the blocks and the diodes was not taken into account. 


This was verified after the measurements when a full model of 


the circuit was simulated using HFSS and the corresponding S-


parameters were used in circuit simulations of the mixer. With 


this complete model of the device, the best conversion loss was 


around 10 dB and the corresponding reflection coefficient was 


-8.4 dB. The second reason for the differences between 


measurements and simulations could be that the circuit is not 


fully symmetric for the CPW transmission line mode and there 


are no air bridges to suppress the coupled slotline mode. Some  


 


 
Figure 5. Measured conversion loss as a function of the LO power at 94 GHz. 


 
Figure 6. Measured reflection coefficient as a function of the LO power for the 


RF signal at 94 GHz. 
 


of the energy could couple to this unwanted mode at all 


discontinuities.  
 


V. CONCLUSIONS 


The design steps and simulation and measurement results of a 


subharmonically pumped 94 GHz mixer were presented. The 


best conversion loss attained at 94 GHz is 13.2 dB with a very 


low LO power level of 1.2 mW. The mixer needs no bias 


current. The chip size is 2.16 x 0.94 mm
2
.   
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Abstract –In this paper, we study the geometrical effects of a full-
wavelength dipole antenna supported by a GaAs membrane 
structure. It was found through an optimization process that the 
finite substrate size of the GaAs membrane affect the overall 
performance of the antenna. The bulk GaAs substrate exhibits a 
certain range of size in which the antenna maintains high input 
resistance and high radiation efficiency. This investigation 
provides a good guideline in optimizing the overall performance 
of a terahertz photomixer antenna supported by a GaAs 
membrane structure. 


I. INTRODUCTION 
The  terahertz  (THz)  photomixer  system  is  one  of  the  


most promising technologies among many different compact 
THz sources because of its compactness, widely tunable 
frequency range, and room temperature operation [1, 2]. It is 
usually integrated with a lens substrate with high dielectric 
constant and used as a THz emitter or detector. However, the 
antenna on a substrate with high dielectric constant has 
remarkably decreased input resistance, and thus causing quite 
low mismatch efficiency between the photomixer and the 
antenna. A GaAs membrane structure has shown a promising 
technique to solve these problems where the effective dielectric 
constant of the membrane structure is controlled by 
manipulating substrate geometry. Several advantages, such as 
loss and dispersion effect reductions, substrate mode 
suppression, and integrated subsystem possibility could be 
found with this design approach [3]. In addition, a back plane 
reflector can be used as a ground plane to enhance the 
directivity and make the pattern unidirectional. However, there 
has been very little attention on studying the membrane 
substrate geometry to optimize the overall antenna 
performance for THz photomixer. 


In this paper, a THz photomixer antenna designed on a 
GaAs membrane structure is examined. Through the 
optimization process, an interesting property related to the bulk 
GaAs substrate size was found. The bulk GaAs substrate 
exhibits a certain range of size in which the antenna maintains 
high input resistance and high radiation efficiency.  
 


II. ANTENNA GEOMETRY AND FINITE SUBSTRATE 
SIZE EFFECT 


Figure 1 shows the antenna structure in which a full-
wave length dipole is supported by a GaAs ( r=12.9) 
membrane structure. A pyramidal cavity with a taper angle of 
45o was formed in the GaAs substrate. A Ti-Au thin film with 


conductivity of 1.6 x 107 S/m and thickness of 0.35 m is used 
for the dipole and ground plane. For the antenna to resonate at 
around 1.0 THz, a 120-µm long, 3-µm wide dipole was chosen. 
The height of the substrate is H=10 µm and the thickness of the 
membrane is t = 3 µm. 


We used a commercially available electromagnetic 
simulator based on the finite-integration time-domain 
technique, CST Microwave Studio, to investigate the 
geometrical effects of the GaAs membrane structure on the 
antenna performance. It should be noted that the radiation 
efficiencies and input resistances shown in the following 
figures are deduced from the antenna at the resonance 
frequencies. In the antenna design, the total efficiency total, the 
product of the radiation efficiency radiation, and the mismatch 
efficiency mismatch can be expressed as [4].  


2
total radiation mismatch radiation 1                   (1) 


The reflection coefficient  in the mismatch efficiency in Eq. 
(1) is determined by the following equation: 


antenna photomixer


antenna photomixer


Z Z
Z Z


.                                                  (2) 


Hereafter, the mismatch efficiency is calculated by assuming a 
photomixer impedance of 10 k , and the corresponding total 
efficiency is calculated using Eq. (1). 
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Fig. 1. Geometry of the antenna. 
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Fig. 2. Antenna characteristics with respect to Wside variations 
for three different cavity sizes A: (a) 500 µm, (b) 1000 
µm, and (c) 1500 µm. 


 
Figure 2 shows the effect of the finite size of bulk GaAs 


substrate on the input resistance and radiation efficiency of the 
antenna for three different cavity sizes, 500 µm, 1000 µm, and 
1500 µm, with respect to lateral size, Wside. The ranges of Wside 
required for the antenna to obtain both high input resistance 
and high radiation efficiency were different for different-sized 
cavities. The Wside ranged from 1500 to 2400 µm for A = 500 
µm, from 1300 to 2200 µm for A = 1000 µm, and from 1000 to 
1900 µm for A = 1500 µm. Generally, it was observed that the 


bulk substrate size, Wbulk, required to have high input resistance 
and radiation efficiency of the antenna, irrespective of the 
cavity size A, ranged from approximately 3500 µm to 5400 
µm. Obviously, significant improvements in terms of input 
resistance and radiation efficiency were achieved for substrates 
in this size range, i.e., more than 2700  input resistance and 
73% radiation efficiency, compared with less than 1600  
input resistance and 40% radiation efficiency for substrate 
sizes outside this range. Although these prominent effects 
could be achieved at the lower and upper boundaries of the 
Wside range, the narrow size tolerance could risk antenna 
performance in actual devices.  


Figure 3 compares the radiation patterns for three different 
cavity  sizes  with  a  fixed  bulk  substrate  size  of  4000  µm,  i.e.,  
Wside of 1750 µm, 1500 µm, and 1250 µm for A of  500  µm,  
1000 µm, and 1500 µm, respectively. The main lobes of the 
antenna patterns with the larger cavity were more immune than 
the smaller to rippling, which was observed in both the x–z and 
y–z planes. In addition, a slightly improved directivity was 
observed for the 1000-µm and 1500-µm cavities as compared 
with the 500-µm cavity. 


 
 


 
   (a) 


 


 
    (b) 


Fig. 3. Radiation pattern comparison with the fixed bulk GaAs 
substrate size Wbulk of 4000 µm for three different cavity 
sizes A: (a) x–z plane, (b) y–z plane. 


 







III. CONCLUSIONS 
We examined the antenna characteristics such as input 


impedance and efficiency of a full-wavelength dipole 
supported by a GaAs membrane structure. The substrate 
exhibits a certain range of size, irrespective of cavity size, in 
which the antenna maintains high input resistance and high 
radiation efficiency. In addition, the large cavity is preferred 
within the limits of fabrication capability. These investigations 
provide good guidelines in optimizing overall performance of a 
THz photomixer antenna supported by a GaAs membrane 
structure. 
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Abstract-The feasibility of terahertz wave radiation emitted 


form carbon nanotube has been studied based on the simple tight-
binding theory.  The properties of terahertz wave and the current 
distribution on carbon nanotube have been characterized. The 
radiation efficiency of carbon nanotube bundles has been 
compared with that of single walled carbon nanotube. The result 
shows the efficiency of single walled carbon nanobue bundle 
dipole antennas is much higher than that of a single walled carbon 
nanotue dipole antenna. 


I. INTRODUCTION 


Terahertz (THz) technology is important in many fields of 
science and engineering.  One of main limitations of existing 
basis research, new initiatives and advanced technology 
development in the THz range is the THz wave emitters [1-4]. 
Though the generation of THz radiation by optical rectification 
or photoconductive switching has been extensively studied 
using ultra-short laser pulse[5], the peak electric fields of THz 
wave are generally much smaller than that generated by the 
biased emitters. Therefore, there is a need to develop a new 
THz emitter that can be expediently embedded into the 
material and can generate THz radiation for the ultra-wideband 
applications. 


The applications of nanoscale materials and devices, 
however, are opening up opportunities to significantly improve 
the development of THz technology and enhance THz system 
performance. There is a great potential for a synergy between 
THz technology and nanoscience and nanotechnology which is 
a rapidly growing area of research.  The reason for this is that 
electrons in solids travel hundreds of times slower than light, 
and therefore electron dynamics in nanostructures typically fall 
in the THz frequency region[6-9].  


One of the latest trends in THz region is to use carbon 
nanotubes as an excellent candidate of high frequency devices 
because of their unique band structure leading to ballistic 
electron motion over micrometer mean free path. 


In this paper, we propose an alternative scheme for 
generating THz radiation from carbon nanotubes as an antenna. 


Carbon nanotubes are formed from the two dimensional 
graphite layer which has hexagonal lattice structure. A single 
walled carbon nanotube (SWNT) can be viewed as a seamless 
cylinder obtained by rolling up a piece of two-dimensional 
grapheme sheet (Fig.1). A multi-walled carbon nanotube 
(MWNT) is made out of several concentric grapheme cylinders. 


The structure of a SWNT is uniquely characterized by the 
chiral vector   


                                1 2h n m C a a                                   (1) 


where a1 and a2 are the grapheme lattice vectors and n, m are 
integers. Both the theory calculations and scanning tunneling 
microscopy (STM) measurements indicate that the vector Ch 
determines the diameter (d) and chiral angle () of a SWNT, d 
and  is given by 


                                2 23
d b m mn n



                          (2) 


and  


                                      1 3
tan ( )
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where b = 0.142nm is the nearest neighbor carbon atom 
distance. The (n, m) indices determine the three types of 
SWNT: zig-zag (n, m = 0), armchair (n = m) and helical (n  m) 
SWNT. A SWNT can be semiconducting with a distinct 
bandgap, or it can be metallic with no bandgap determined by 
the diameter and helicity of nanotube. The armchair (n, n) 
SWNTs are metallic with band crossings at k = 2/3 of the 
one-dimensional Brilluoin zone. The zig-zag (n, 0) SWNTs 
have two distinct types of behavior: the tubes will be metals 
when n/3 is an integer, and otherwise semicondutors. The 
helical SWNTs are metallic when (2n + m)/3 is an integer, 
otherwise semiconducting.  


 
Fig.1 Schematic of a two-dimensional graphene sheet 
illustrates lattice vectors and the chiral vector.  







Semiconducting SWNTs are being extensively studied as the 
future channel material for ultrahigh performance and scaled 
field-effect transistors and are expected to be the successors of 
silicon transistors. Metallic SWNTs have been identified as 
possible interconnect material of future technology generations 
and the heir to aluminum and copper interconnects. Leading 
theoreticians, as well as experimentalists, have started research 
in earnest to understand the transport mechanism and the 
conducting properties of metallic SWNTs. It has been 
demonstrated that the ballistic transport can be achieved in 
SWNTs, and very high current densities have been noted with 
very little performance degradation.   


The synthesized SWNT bundles consisting of several 
hundred SWNT arranged in two-dimensional triangular 
lattice[10]. The individual tubes in the bundle are attracted to 
their nearest neighbors via the van der Waals interactions, with 
typical distance between the tubes being comparable to the 
interplanar distance of graphite which is 0.34nm.   


In this paper, we propose an alternative scheme for 
generating THz radiation from carbon nanotubes as an antenna.                  


II. THEORY OF CARBON NANOTUBE GENERATING THZ 
RADIATION 


A SWNT is defined by a cylindrical graphene sheet with a 
diameter of about 0.4-10nm, though most of the observed 
SWNTs have diameters d  5 nm. The electronic energy 
spectrum of carbon nanotubes is therefore determined by the 
energy spectrum  kE g


 of a two-dimensional graphene sheet, 
which can be described by the equation 
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where 3a b . To obtain the electronic structure of SWNTs, 
we express kx and ky by the periodic boundary condition   


2k C k C px x y yh    k C (p is an integer)           (5) 


and substitute Eq.(5) in Eq.(4), thus yielding  
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where  
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  (l =0, 1, 2 . . .).      (7) 


In the case of metallic armchair (n, n) tubes, the expression 
for the electronic energy spectrum is obtained as following 
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We will now discuss essential aspects of the metallic 
nanotube band structure that are necessary to understand their 
generation of electromagnetic wave in terahertz region. The 


band structure of a single walled armchair metallic nanotube is 
shown in Fig. 2. The band structure shows various subbands 
arising from quantization of the wave vector around the 
circumference of the nanotube.  


          
          Fig.2 Electron energy structure of armchair nanotube 


When the high enough electric field is applied on the carbon 
nanotube axis, on the one hand, the energy of an electron 
below the Fermi level will increases and the electron will move 
along the heavy line shown in Fig. 3. Once the  


 


Fig.3 The diagram of inverse population resulting in terahertz 
radiation 


electron exceeds the state ‘A’, the inverse population is 
achieved, and this inversion leads to the generation of 
electromagnetic wave corresponding to optical transitions from 
high energy state to low energy state. On the other hand, at 
high biases, accelerated electrons gain enough energy to emit 
optical or zone-boundary phonons. The energy of optical and 
zone-boundary phonons is about 0.2 eV and 0.16 eV, 
corresponding to the frequency of about 50 THz and 40THz, 
respectively. This implies that the phenomenon under 
consideration can lead to the radiation of electromagnetic 
waves in a board range up to terahertz frequencies. Therefore, 







the above discussion can be used for creating a terahertz source 
with carbon nanotube as antenna. 


III.    MODEL OF  SWNT ANTENNA 


Since carbon nanotubes can be grown having length on the 
order of a centimeter, and exhibiting unique electric properties, 
they can be regarded as nanotube antenna in recent year. A 
carbon nanotubes dipole antenna having large aspect ratio L/R, 
can be regarded as a sufficiently thin tube. Therefore, the 
transverse current can be neglected, and just only the 
longitudinal current Iz(z) distributes on the canbon nanotubes. 
The axial component Az(z) of the magnetic vector potential A 


on the surface of a carbon nanotubes antenna that has the 
surface impedance per unit length zi and the total tangential 
current Iz(z) satisfies the one-dimensional Pocklington’s 
integral equation 
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is the nanotube’s surface impedance, k0 is free-space wave 
number,  is the argue frequency, and Ei


z(z) is incident electric 


field, Z
CN is the quantum conductance of the carbon nanotube 
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where F  is the Fermi velocity for a carbon nanotube, ħ is the 


Planck constant, and  is the relaxation frequency. The vector 
potential on the surface of carbon nanotube antenna is given 
approximately by 
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where 0 is the permeability of free space, z and z’ represent 
the observation point and the source point, respectively, and   
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We substitute Eq. (10)-(13) in Eq. (9) and the result is  
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The above integral equation is solved using the MoM. Once 
the current distribution is known, it is straightforward to 
calculate the other radiated characteristics.  


IV.  RESULTS 


Since carbon nanotubes can be grown having lengths on 
the order of 0.4 cm, and having unique electric behaviors, it is 
reasonable to consider them for millimeter wave and sub-
millimeter wave antenna.  


Figure 4-5 show the current distribution on the L = 100 nm 
carbon nanotube at the first and second resonant frequencies, F 
= 6.2 THz, and F = 22.6 THz. As can be seen from figure 4, 
the current is approximately a half-sinusoid. 


 
Fig.4 Current distribution on a carbon nanotube (n =39, m=0) 


In Fig. 5, the current profiles on the same size nanotube vary 
in the standing waveform.  


 
Fig.5 Current distribution on a carbon nanotube (n =39, m=0) 


Figure 6 shows a typical transient THz electric field 
waveform observed in the direction parallel to the dipole 
antenna with a length of L = 0.5 at r = (5, 0, 0) m. The first 
main positive and negative peaks of pulse have full width at 
half maxima of 59 fs and 56 fs, respectively. One can note that 
THz pulse has a delay of about 164 fs, and that the THz signal 
shows several peaks corresponding to multiple THz reflections 
in the antenna. The maximum peak of THz field is up to 2.66 
kV/cm. Figure 6(b) shows a transient far field THz pulse in the 
direction at r = (10, 0, 0) m. Note that there is a delay of 
approximately 181 fs because of the propagation of the fields 
from the antenna edges to a probing point in the far field. The 







initial negative peak with a width of 56 fs is followed by a high 
peak pulse which persists for about 0.16 ps. As depicted in Fig. 
6(b), the maximum peak of THz field is 1.26kV/cm. Some 
weaker oscillations can be obviously seen for longer delays 
and the average oscillation period of THz pulse is roughly 0.13 
ps, which can be resulted from current multiple reflections in 
the CNT antenna. 


 
Fig.6 (a) THz pulse in a position to the parallel direction with 
the antenna of L = 0.5 at r = (5, 0, 0) m. (b) THz pulse at r = 
(10, 0, 0) m.   


Figure 7 shows the efficiency of a SWNT antenna and 
various SWNT bundles antennas in the THz band. Admittedly, 
one can see that the efficiency of the SWNT antenna is very  


  
Fig.7 Efficiency of carbon nanotube antenna 


low on account of its extremely small radius and large ohmic 
resistance and the strong retarded surface wave that reduces the 
radiation resistance, compared with traditional macroscopic 
dipole antennas. In addition, the problem of impedance 
mismatch is also obvious. This makes the use of individual 
SWNT as an antenna unlikely in conventional antenna, and 
requires parallel/bundle nanotubes for realistic application. As 
can be seen from Fig.7, the efficiency of the SWNT bundle 
dipole antennas is much higher than that of a SWNT dipole 
antenna. Especially, the efficiency of the bundle antenna of 


N=61 approaches that of the normal macroscopic antenna. 
Thus, the SWNT bundles as the potential candidate for 
applications of nano-electronic devices are very promising to 
replace conventional dipole antenna as new source candidates 
of terahertz radiation. 


V. CONCLUSION 


In this paper, we have presented carbon nanotube as antenna 
for generating terahertz radiation. It is fundamental science 
study showing that the metallic carbon nanotube can emit the 
terahertz radiation when the electric field is applied to it. The 
model of carbon nanotube antenna has been established, and 
the current distribution and radiation efficiency have been 
analyzed.  The results show that SWNT can radiate terahertz 
wave, and demonstrate that the efficiency of CNT bundle 
antenna is higher than that of SWNT antenna.  
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Abstract-We have studied MEMS-based high impedance 


surface (HIS) on a lossy silicon substrate as a beam steering 
reflective surface for millimetre wave applications. The steering 
mechanism is based on inducing the effective surface impedance 
throughout the structure controllable by MEMS varactors for 
changing the reflection phase distribution on the surface. 
Reflection phase properties of a single unit cell of the periodic 
structure are analyzed analytically and numerically. Normalized 
radiation pattern of a strip consisting of elements with different 
impedance is analyzed numerically for oblique incidence. The 
steering range is achieved from -45° to 45° with respect to the 
normal direction.   


I. INTRODUCTION 


Since its first proposed in 1999 by Sievenpiper [1], the high 
impedance surface (HIS) has been developed for various 
applications since it was first proposed in 1999 [1], for 
instance for antennas [2] and radar absorbers [3]  phase 
shifters [4, 5], etc. 


Beam steering based on HIS has demonstrated by changing 
the reflection phase difference between two adjacent elements 
of the HIS array, in order to steer the reflecting beam direction 
by controlling the phase gradient throughout the surface [6]. 
Generally, the tunable phase gradient can be achieved by 
varieties of methods, and in [6] diode varactors were placed 
between each two elements. The resonance frequency in the 
HIS can be tuned by adjusting the capacitance values of 
diodes, which consequently changes the reflection phase. 


Microelectromechanical systems (MEMS) components has 
demonstrated exceptional performance at RF and millimetre 
wave frequencies, including low insertion loss and high 
isolation. This is the reason we have proposed to use MEMS 
varactors for developing reconfigurable HIS operating at 
millimetre wave range [7].  


Proposed multi-layer MEMS tunable HIS (see Fig. 1), 
consists of an array of electrically small MEMS tuneable 
capacitors, placed on a grounded dielectric wafer, in which the 
upper membrane is formed by three layers (Au + Si + Au) and 
is suspended by springs. Upon application of a bias voltage 
between the membrane and the bottom plate of the MEMS 
varactor, changes the distance between them, which in turn, 
change the effective capacitance of the whole structure 
affecting the resonance frequency of the HIS.  


 
 


II. CHARACTERIZATION OF UNIT CELL STRUCTURES 


As the MEMS-based HIS is a periodical structure (consists 
of at least 5 x 5 cells), it is handy to consider a unit cell 
structure for describing the structure dimensions and analysing 
its electromagnetic performance with appropriate boundary 
conditions. The 3-D view of the unit cell structure is shown in 
Fig. 1.The periodic length and width of the unit cell is 350 µm. 


A. Equivalent Circuit of the Unit Cell 
Due to its feature size is much smaller than the wavelength, 


the equivalent input impedance of MEMS-based HIS Ztot can 
be interpreted as the parallel connection of the capacitive grid 
impedance Zg, the parallel-plate capacitive impedance Zpp and 
thin grounded dielectric inductive impedance Zs.  


1 1 1 1 ( )tot s pp gZ Z Z Z− − − −= + +                        (1) 


This equivalent circuit can be used to calculate the 
reflection coefficient of the incident electric field at the 
reflecting surface in terms of Ztot and Z0, which is the free 
space impedances for TM mode and different incident angles 
as in [8]: 


0 0 cosZ η θ=                                   (2) 
where η0 is the plane wave impedance in free space.  


 


 
Fig. 1. 3-D view of the single unit cell structure of MEMS-based HIS. 


B. Surface Impedance Tuning 
The HIS is a resonance structure, and at the resonance 


frequency the phase of the reflection coefficient becomes zero 
degree. Theoretically, the reflection phase of a tuneable HIS at 







any fixed frequency varies continuously from -180° to +180° 
with continuous change of the capacitance value. In reality, it 
does not perform likewise. The main reason is due to the metal 
membranes become instable at two thirds of initial height [9]. 
Therefore, the beam steering mechanism should be adapted to 
this limitation.  


The beam steering can be achieved by programming the 
gradient of the reflection phase as a function of gap between 
the membrane and lower patches, which influences the 
effective surface input impedance:  


0 0( ) / ( )tot totR Z Z Z Z= − +                     (3) 
where R is the reflection coefficient of the HIS. 


We have simulated the structure using full wave 3-D 
simulation software Ansoft HFSS, to analyze the tunability 
range. To keep the resonant frequency at the desired 80 GHz, 
the substrate height 75 µm is chosen as constant and the gap is 
varied according to each substrate separately. The simulated 
structure is a single unit cell which is placed at the bottom of a 
vacuum section which has two perfect electric boundaries on 
two opposing walls in X-Z planes and two perfect magnetic 
boundaries in Y-Z planes. The boundary conditions are 
imaging the unit cell to form a double periodic array of 
infinite extent. A TM mode plane wave with electric field 
parallel to y-axis as is excited on top of the vacuum section. 


The reflection phase is recorded at the surface as a function 
of frequency by exciting a wave to the top of the vacuum 
section, since it is the normal way to find the frequencies 
where the surface works as intended. This is sufficient to 
explain tendency of the variation of reflection phase due to the 
change of the geometry, i.e. the thickness h of the substrate 
and gap g between membrane and lower patches.  
Besides that, during the whole simulation campaign, there are 
couple of considerations should be taken into account in order 
to obtain more practical results. e.g. dielectric losses and 
surface roughness, etc. 
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Fig. 2. Reflection phase and amplitude for the single unit cell as a function of 


gap between membrane and lower patches, simulated 
 


Dielectric loss indicated by a finite loss tangent, tanδ, rises 
proportional the operating frequency. The loss tangent of 
silicon is 0.005 @ 1 GHz and 0.015 @10 GHz, respectively. 


In practice, the surface of the conductor will not be perfectly 
plannar. Since the current flows in a thin sheet near the surface 
(within a skin depth or so), the roughness of the surface causes 
the current to travel a longer path through the lossy conductor. 
This increases conduction loss. In this paper, loss properties 
during the simulation are: tanδ = 0.015, surface roughness = 3 
nm. 


Fig. 2 shows simulation results of the phase and amplitude 
of the reflection coefficient of the single unit cell of HIS for 
different values of the gap of the MEMS varactor. It indicates 
that, for the structure with 75 µm thick substrate, the reflection 
phase is varied from approximately +108.7° to -93° (which is 
also the maximum tuning range achieved), with the gap 
changing from 1.5 µm to 1 µm, according to the mentioned 
restriction of MEMS tunability. The bandwidth of the HIS (i.e. 
frequency range when the reflection phase is within  
-90° … +90°) is proportional to the ratio of the effective 
surface inductance and effective surface capacitance, whereas 
effective surface inductance is proportional to the substrate 
thickness when it is smaller than the guided wavelength. 


III.  BEAM STEERING OF IMPEDANCE SURFACE 


MEMS tuneable HIS can be used for electronic reflective 
beam steering by inducing reconfigurable surface impedance 
by applying different bias voltage to different rows of 
elements of the MEMS varactors array. Since full-wave 
simulation of electrically large reflective surface with 
electrically small features of MEMS varactors is practically 
computationally impossible, a simplified model of a surface 
with 40 impedance strip lines of 0.35 x 0.35 mm2 is used (see 
Fig. 4). 


 
Fig. 3. 45° off broadside incidence were excited to the surface consisting of 


40 different impedance elements. 


 
The strip line structures are placed in the open boundary 


conditions, and the radiation pattern of the reflected beam has 
been simulated for 45° incidence. Configuring the surface so 
that different strips have different impedances and different 
phase of the reflection coefficient obtained from Eq. (3), the 
reflected beam can be steered by changing the gradient of the 
surface impedance. To reflect a beam of normal incidence in 
the direction θ from normal, the phase difference between 
adjacent strips should be [10]: 


sin( )kb θ∆Φ =                                (4) 







where k = 2π/λ is the free space wavenumber and b is the strip 
width (which corresponds to the period of HIS). 
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Fig. 4. The required impedances with incident angle from 45° and reflective 


beam to be steered to 0°. 
 


Fig. 4 shows an example of the required impedances of each 
surface element according to the incidence and angle to be 
steered to. A series of normalized radiation patterns for several 
steering angles are shown in Fig. 5. As a reference, we have 
also simulated the radiation pattern of the surface with equal 
impedance (50 ohm resistance). As expected, for oblique 
incidence of 45° the strongest lobe is the main steering lobe 
according to the programmed reflection angle, i.e. -30° and 0°. 
A strong forward reflected wave side lobe can be observed 
through these simulation results, which is due to the specular 
reflection law occurred when a wave impinged to a flat 
surface.  The limited tuning range does not produce a perfectly 
linear phase gradient, as the phase is truncated at extreme 
values. This problem is most severe at the 2π discontinuities, 
and as a result the radiation patterns have additional higher 
forward reflected wave side lobes (see Fig. 5). Opposite phase 
gradient is needed when beam is steered to the opposite 
direction. The surface can steer to any angle between these 
extremes, i. e. ±45°. 
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Fig. 5. The normalized radiation pattern of the surface at 80 GHz which is 


programmed for 0° and -30° with incident angle from 45°. 


IV. CONCLUSION 


The reflection property of the single unit cell structure of 
MEMS-based tuneable HIS with a lossy silicon substrate is 
analysed. Beam steering of simplified model of a large 
MEMS-based HIS at 80 GHz has been demonstrated 
numerically. By varying the bias voltage across the MEMS 
varactors, the reflection phase of the surface can be tuned. The 
reflection phase across the surface can be programed to 
produce a tunable phase gradient. The surface can steer to any 
angle between these extremes, i. e. ±45°. 
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M.M. Leivo 1, A. Rautiainen 1, and A. Luukanen², ¹VTT Technical Research Centre of 


Finland, ²Millimetrewave Laboratory of Finland-Millilab


"A high resolution high-sensitivity standoff imaging system at 350 GHz", D. T. 


Becker 1, J. Beall 1, H. M. Cho 1, W. Duncan 1, C. Gentry 1, G. Hilton 1, K. Irwin 1, P. 


Lowell 1, M. Niemack 1, N. Paulter 1, C. Reintsema 1, F. Schima 1, R. Schwall 1, P. Ade 2, C. 


Tucker 2, M. Halpern 3,  and S. Dicker 4, 1National Institute for Standards and Technology, 


Boulder, USA, 2Cardiff University, UK, 3University of British Columbia, Canada, 
4University of Pennsylvania, USA


Monday Morning — ESA Workshop 







11 


 


Monday Morning — GSMM2011 
8.00-9.00


9.00-9.05


9.05-9.10


9.10-9.30


9.30-10.00


10.00-10.30


11.00-11.20


11.20-11.40


11.40-12.00


12.00-12.20


Registration


"Terahertz wave generation and detection properties of polycrystalline GaAs 


layers irradiated by ultra-short laser pulse", M. C. Paek, Electronics and 


Telecommunications Research Institute (ETRI), Korea


"Welcome Address", A. Luukanen, MilliLab, VTT Technical Research Centre of Finland


"Millimetre Wave Days Practical Matters", A. Tamminen, MilliLab, Aalto University 


Department of Radio Science and Engineering, Finland


"Welcome Address", ESA Workshop & GSMM2011 representatives


Opening; Auditorium; Chairmen: W. Hong, A. Luukanen


Lunch; Dipoli Buffet Restaurant


"Current State of The Art of The THz Imager Radar Being Developed at JPL", N. 


Llombart, Universidad Complutense de Madrid, Spain


"Passive submillimetre-wave video imaging: implementation of a practical 


instrument", E. Heinz, T. May, D. Born, G. Zieger, S. Anders, V. Zakosarenko, M. 


Schubert, T. Krause, A. Krueger, and H.-G. Meyer


"THz medical imaging", Z. D. Taylor 1, R. S. Singh 2,3, D. B. Bennett 4, P. Tewari 1, N. 


Bajwa 1, C. P. Kealey 3, J. P. Hubschman 5, E. R. Brown 6,7, M. O. Culjat 2,3, and W. S. 


Grundfest 1,2,8, 1Department of Bioengineering, UCLA, USA, 2Department of Electrical 


and Computational Engineering, University of California, Santa Barbara UCSB, USA, 
3Department of Surgery, 4Electrical Engineering, 5Ophthalmology, and 8Mechanical 


Engineering, UCLA, USA, 6Department of Physics and 7Electrical Engineering, Wright 


State University, USA


Plenary 1: THz-imaging; Auditorium; Chairmen: W. Hong, A. Luukanen


"Modulation transfer function measurements of terahertz camera", M. Grönholm 1, 


M.M. Leivo 1, A. Rautiainen 1, and A. Luukanen², ¹VTT Technical Research Centre of 


Finland, ²Millimetrewave Laboratory of Finland-Millilab


"A high resolution high-sensitivity standoff imaging system at 350 GHz", D. T. 


Becker 1, J. Beall 1, H. M. Cho 1, W. Duncan 1, C. Gentry 1, G. Hilton 1, K. Irwin 1, P. 


Lowell 1, M. Niemack 1, N. Paulter 1, C. Reintsema 1, F. Schima 1, R. Schwall 1, P. Ade 2, C. 


Tucker 2, M. Halpern 3,  and S. Dicker 4, 1National Institute for Standards and Technology, 


Boulder, USA, 2Cardiff University, UK, 3University of British Columbia, Canada, 
4University of Pennsylvania, USA


Coffee Break & CST - Computer Simulation Technology   Presentation


Session GSMM1: THz-imaging; Auditorium; Chairmen: D. C. Park, J. Stake
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Monday Afternoon — ESA Workshop 


13.20-13.50


13.50-14.20


14.50-15.10 "THz interferometers in geosynchronous orbit - status and results", A. Emrich 1, E. 


Ryman 1, J. Embretsén 1, A. Carlström 2, J. Christensen 2 and J. Riesbeck 1, 1Omnisys 


Instruments AB*, Västra Frölunda, Sweden, 2RUAG Space AB, Göteborg , Sweden


15.10-15.30 "Polarimetric modeling, calibration and active imaging at 91 GHz", M. Canavero, 


A. Murk, Institute of Applied Physics, Switzerland


15.40-16.00 "A low VSWR 340 GHz 2SB Schottky receiver for Earth observation 


applications", P. J. Sobis 1, 2, 3, V. Drakinskiy 1,2, J.Stake 1,2, A. Emrich 1,3, 1Gigahertz 


Centre and 2Terahertz and Millimeterwave Laboratory, Chalmers University of 


Technology, Sweden, 3Omnisys Instruments AB, Sweden


16.00-16.20 "ALMA WVR final report", M. Wannerbratt, T. Ekebrand, A. Emrich, P.Sobis, U. Krus, 


S. Back-Andersson, D. Runesson, and M. Krus


Omnisys Instruments AB*, Sweden


16.20-16.40 "STEAMR - 340 GHz array detector", A. Emrich, P.Sobis, J. Embretsén, and K. Kempe, 


Omnisys Instruments AB*, Västra Frölunda, Sweden


17.00-18.30 Poster Session, See Next Page


Plenary 2: Space science and radio astronomy instruments; Auditorium;                                   


Chairmen: J. K. Rhee, A. Räisänen


"THz superconducting mixers and astronomical applications", S. Shi, Purple 


Mountain Observatory, Chinese Academy of Sciences, China


"Herschel and Planck - Ground breaking THz Technology in Space", D. Doyle and 


P. de Maagt, ESTEC, European Space Agency, The Netherlands


Coffee Break


Session ESA2: Remote sensing instruments; Auditorium; Chairmen: D. Doyle, J. X. Chen
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Monday Afternoon — GSMM2011 


13:00-13:30


13.30-14.00


14.50-15.10 "LTCC platform for millimeter wave modules", T. Vähä-Heikkilä and M. Lahti, 


VTT Technical Research Centre of Finland


15.10-15.30 "On the package design used for material characterization of LTCC in millimetre-


waves", V. Kondratyev, K. Kautio, and M. Lahti, VTT Technical Research Centre of 


Finland


15.40-16.00 "Low noise amplifiers for G-band radiometers", M. Kantanen 1, M. Kärkkäinen 2, S. 


Caujolle-Bert 2, M. Varonen 2, R. Weber 3, M. Seelmann-Eggebert3, A. Leuther3, 


16.00-16.20 "A broadband low-noise D-band amplifier module in 30nm mHEMT technology", 


E. Weissbrodt, I. Kallfass, A.Tessmann, H. Massler, A. Leuther, M. Schlechtweg, O. 


Ambacher, Fraunhofer Institute for Applied Solid-State Physics (IAF), Germany


16.20-16.40 "W-band power amplifier in 65-nm CMOS", D. Sandström 1, B. Martineau 2, M. 


Varonen 1, M. Kärkkäinen 1, A. Cathelin 2, and K. A. I. Halonen 1, 1Aalto University, 


Department of Micro and Nanosciences/SMARAD-2, Finland, 2STMicroelectronics, 


France


17.00-18.30 Poster Session, See Next Page


Plenary 2: Space science and radio astronomy instruments; Auditorium;                                   


Chairmen: J. K. Rhee, A. Räisänen


"THz superconducting mixers and astronomical applications", S. Shi, Purple 


Mountain Observatory, Chinese Academy of Sciences, China


"Herschel and Planck - Ground breaking THz Technology in Space", D. Doyle and 


P. de Maagt, ESTEC European Space Agency, The Netherlands


Coffee Break


Session GSMM2: Millimetre-wave MMICs; Room 4B; Chairmen: W. Dou, P. Pursula
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Monday Poster Session 


17.00-


18.30
"A high-efficiency synthesis method for wide-band phased array antennas", C. Song 1, Q. 


Wu 1, Z. Lub 2, 1Department of Microwave Engineering, Harbin Institute of Technology, China, 
2The 54 th Research Institute of CETC, China


"A new algorithm for generating coefficients of Taylor series expansion of nonlinear 


components with time harmonic excitation", H. Wang and J. Qiu, Harbin Institute of 


Technology, China


"A waveguide to differential stripline transition for planar mm  wave antenna 


measurements", S. Methfessel and L.-P. Schmidt, Chair for Microwave Engineering and High 


Frequency Technology, University of Erlangen-Nuremberg, Germany


"Amplification enhancement of Gunn effect based active transmission lines", M. Pokorný 


and Z. Raida, Department of Radio Electronics, Brno University of Technology, Czech Republic


"Application of Gaussian beam modes and ABCD matrices in the design of compact 


array systems", J. A. Murphy 1, M. Whale 2, A. Murk 2, and M. Renker 2, 1National University 


of Ireland Maynooth, Ireland, 2Institute of Applied Physics, University of Bern, Switzerland


"Characterization of Cylindrical Cloak by Unequal Multi-Layer Homogeneous Isotropic 


Materials", J. Mei 1,2, Q. Wu 1,3, 1School of Electronics and Information Engineering, Harbin 


Institute of Technology, China, 2School of Applied Science, Harbin University of Science and 


Technology, China, 3State Key Laboratory of Millimeter Wave, Southeast University, China


"Design of band-pass filter using gap waveguide technology", A. Uz. Zaman, A. Algaba 


Brazález, and P.-S. Kildal, Department of Signals and Systems, Chalmers University of 


Technology, Sweden


"Development of a compact 557 GHz heterodyne receiver", J. Stake


"Development of planar Schottky diodes", V. Drakinskiy 1, P. Sobis 1,2, A.-Y. Tang 1, T. 


Bryllert 1,3, and J. Stake 1,3, 1Chalmers University of Technology, Sweden, 2Omnisys Instruments 


AB, Sweden, 3Wasa Millimeter Wave AB, Sweden


"Development of a waveguide integrated sub-millimetre wave spatially power 


combined HBV multiplier", R. Dahlbäck, J. Vukusic, and J. Stake, Department of 


Microtechnology and Nanoscience, Chalmers University of Technology, Sweden


"Beam steering with MEMS-based HIS on a lossy sillicon substrate at 80 GHz", Z. Du, 


D. Chicherin, A. V. Räisänen, Department of Radio Science and Engineering, Aalto University 


School of Electrical Engineering, MilliLab/SMARAD Centre of Excellence, Finland


"Optimal printed antenna for 60 GHz short range impulse communication systems", R. 


Abdaoui 1, M. Villegas 1, G. Baudoin 1, A. Diet 2, 1Université Paris-Est, ESYCOM, ESIEE 


Paris, France, 2L2S-DRE UMR8506 (Université Paris Sud-11CNRS, Supélec,), France


Poster Session with Wine and Snacks; Micronova; Chairmen: A. Timofeev, J. Ala-Laurinaho
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Monday Poster Session 


17.00-


18.30
"Ultrasensitive superconducting transition edge sensors based on electron-phonon 


decoupling", N. Jethava 1,2, J. Chervenak 1, A.-D. Brown 1,3, D. Benford 1, G. Kletetschka 1, V. 


Mikula 1,4, K. U-yen 1, 1NASA Goddard Space Flight Center, USA, 2Global Science and 


Technology, USA, 3MEI Technologies Inc., USA, 4Department of Physics, Catholic University of 


America, USA


"Effects of finite substrate size of membrane structure on antenna performance at 


terahertz frequency", T. K. Nguyen 1, H. Han 2, and I. Park 1, 1School of Electrical and 


Computer Engineering, Ajou University, Korea, 2Department of Electrical and Computer 


Engineering, POSTECH, Korea


"Electromagnetic radiation form carbon nanotube at terahertz frequency", Y. Wang 1,2, 


Q. Wu 1,3, J. Y. Dong 2, M. H. Chen 2, and J. H. Yin 2, 1Department Science and Technology, 


Harbin Institute of Technology, China, 2School of Electronics and Information Engineering, 


China, 3State Key Laboratory of Millimeter Wave, Southeast University, China


"Folded-dipole-driven quasi-Yagi antenna for 60-GHz wireless applications", S. X. Ta, 


B. Kim, and I. Park, School of Electrical and Computer Engineering, Ajou University, Korea


"Gap-coupled circular microstrip patch antenna for 60 GHz millimeter wave 


applications", P. Kumar, Department of Electronics and Communication Engineering Jaypee 


University of Information Technology, India


"High permittivity rectangular dielectric rod waveguide for 110-325 GHz", J. P. Pousi, 


D. V. Lioubtchenko, and A. V. Räisänen, Department of Radio Science and Engineering, Aalto 


University School of Electrical Engineering, MilliLab/SMARAD Centre of Excellence, Finland


"Mixer test jig for millimeter wave Schottky diodes", K. Dahlberg, T. Kiuru, J. Mallat, A. 


V. Räisänen, and T. Närhi, Department of Radio Science and Engineering, Aalto University 


School of Electrical Engineering, MilliLab/SMARAD Centre of Excellence, Finland


"MMIC subharmonic mixer for 94 GHz", T. Kiuru 1, A. González 2, and T. Närhi 3, 
1Department of Radio Science and Engineering, Aalto University School of Electrical 


Engineering, MilliLab, SMARAD Centre of Excellence, Finland, 2National Astronomical 


Observatory of Japan, 3European Space Agency RF Payload Systems Division, The Netherlands


18.30-


19.30


19.45-


21.30


Poster Session with Wine and Snacks; Micronova; Chairmen: A. Timofeev, J. Ala-Laurinaho


Tour in Micronova and ELEC Facilities


GSMM Steering Group Meeting
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Tuesday Morning — ESA Workshop 


8.30-9.00 "Planar, Volumetric and Integrated Millimetre-Wave Antennas", R. Sauleau, 


Institute of Electronics and Telecommunications, University of Rennes, France


9.00-9.30 "Graphene millimeter wave electronics", J. Stake, Chalmers University of Technology, 


Sweden


10.00-10.20


10.20-10.40


10.40-11.00


11.00-11.20


11.20-11.40


Plenary 3: Millimetre-wave technologies and antennas; Auditorium; Chairmen: Q. Wu, T. Närhi


"Label-free investigation of microgravity influenced cell growth in capillary tubes 


sensed by THz", V. Matvejev 1, C. De Tandt 1, W. Ranson 1, R. Willaert 2, J. Stiens 1, 
1Laboratory of Micro- and Photoelectronics, LAMI-ETRO, 2Laboratory of Structural 


Biology, Vrije Universiteit Brussel, Belgium


"Waveguide packaging technology for THz components and systems", V. Desmaris, 


D. Dochev, D. Meledin, A. Pavolotsky, and V. Belitsky, Group for Advanced Receiver 


Development, Department of Earth and Space Sciences, Chalmers University of Technology, 


Sweden


Lunch in Dipoli Buffet Restaurant


"A 77 GHz waveguide VCO for automotive application", D.-S. Ko, S.-J. Lee, S.-G. 


Choi, M. Han, T.-J. Baek, Y.-S. Chae, and J.-K. Rhee, Millimeter-wave Innovation 


Technology Research Center, MINT, Korea


Coffee Break


Session ESA 3: Millimetre-wave/THz technologies and applications I; Auditorium;                         


Chairmen: Z. Taylor, P. Piironen


"Low cost high gain antenna arrays for 60 GHz millimetre wave identification 


(MMID)", J. Säily 1, A. Lamminen 1, J. Francey 2, 1VTT Technical Research Centre of 


Finland, 2Taconic International Ltd., Ireland


"Novel automotive radar applications", P. Pursula and V. Viikari,


MilliLab / VTT Technical Research Centre of Finland
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Tuesday Morning — GSMM2011 


8.30-9.00


9.00-9.30


10.00-10.20


10.20-10.40


10.40-11.00


11.00-11.20


11.20-11.40


Plenary 3: Millimetre-wave technologies and antennas; Auditorium;  Chairmen: Q. Wu, T. Närhi


"Antenna array synthesis by non-uniform element positions using cross-entropy 


method", L. Bian and Q. Wu, School of Electronic and Information Engineering, Harbin 


Institute of Technology, China


"A millimetre-wave 8-element double slot array antenna for high gain beam-


forming", Y. Sato, K. Fujita, H. Sawada, H. Nakase, and S. Kato, Research Institute of 


Electrical Communication, Tohoku University, Japan


Lunch in Dipoli Buffet Restaurant


"Millimetre wave frequency scanning probe for imaging applications", C. Vázquez 


Antuña, S. Ver Hoeye, R. Camblor Díaz, G. Hotopan, M. Fernández García, F. Las Heras 


Andrés, Area of Signal Theory and Communications, University of Oviedo, Spain


"Planar, Volumetric and Integrated Millimetre-Wave Antennas", R. Sauleau, 


Institute of Electronics and Telecommunications, University of Rennes, France


"Graphene millimeter wave electronics", J. Stake, Chalmers University of Technology, 


Sweden


Coffee Break


Session GSMM 3: Millimetre-wave antennas; Room 4B; Chairmen: Y.-S. Lin, A. Tamminen


"Multilayer PCB technology for antenna-in-package solution at millimetre-wave 


frequencies", A. Enayati 1,2,2, G. A. E. Vandenbosch 1, W. De Raedt 2, and A. V. 


Räisänen 3, 1TELEMIC group, Electrical Engineering Department, KU Leuven, Belgium, 
2RFCDM Group, IMEC, Belgium, 3SMARAD/MilliLab, School of Electrical 


Engineering, Aalto University, Finland


"Active Log-Periodic Antennas for Spatial and Quasi-Optical Microwave Power 


Combining", V. E. Lyubchenko, V. I. Kalinin, V. D. Kotov, S. A. Telegin, E. O. Yunevich, 


Institute of Radioengineering and Electronics, Russian Academy of Sciences
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Tuesday Afternoon — ESA Workshop 


12.30-13.00


13.00-13.30


13.30-14.00


14.40-15.00


15.00-15.20


15.20-15.40


15.40-16.00 "Progress on the performance improvement of sub-millimetre wave sub-


harmonically pumped image-rejection Schottky mixers", S. P. Rea 1, B. Alderman 1, 


M. Henry 1, D. N. Matheson 1, and Y. Munro 2 , 1Millimetre Technology Group, STFC 


RAL Space, United Kingdom, 2Astrium Ltd., United Kingdom


Coffee Break


Plenary 4: Millimetre-wave/THz systems, circuits, and metrology; Auditorium;                 


Chairmen: S. Kato, J. Murphy


"Design and characterization of CPW to stripline transition in LTCC for mm-wave 


applications", A. Stefanescu 1, M.Lahti 2, A.C.Bunea 1, D.Neculoiu 1, T.Vähä-Heikkilä 2, 
1IMT-Bucharest, Romania, 2VTT Technical Research Centre, Finland


"Novel RF power sensor on Si rod waveguide", A. A. Generalov, D.V. Lioubtchenko, J. 


Mallat, V. Ovchinnikov, Y. Li, and A.V. Räisänen, Department of Radio Science and 


Engineering, Aalto University School of Electrical Engineering, SMARAD/MilliLab, 


Finland


"Quasi-optical monopulse antenna/feed at THz band", C. Hu and W. Dou, State Key 


Laboratory of Millimeter Waves, Southeast University, China


"Metrology For THz Electronics", E. Grossman, National Institute of Standards and 


Technology, USA


"Silicon based millimeter wave circuits", J. X. Chen, State Key Laboratory of MMWs, 


Southeast University, China


"Small-cell challenges for mobile networks' wireless backhaul", J. Putkonen, Nokia 


Siemens Networks, Finland


Coffee Break


Session ESA 4: Millimetre-wave/Terahertz systems and sub-systems; Room 4B;                


Chairmen: T. Bertrand, J. Putkonen
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Tuesday Afternoon — GSMM2011 


12.30-13.00


13.00-13.30


13.30-14.00


14.40-15.00


15.00-15.20


15.20-15.40


15.40-16.00


Coffee Break


"Newfocus research networking program", R. Sauleau, O. Biro, J. Stiens, Z. Sipus, A. 


V. Räisänen, L.-P. Schmidt, C. A. Fernandes, J. Mosig, V. Fusco, S. Maci, A. Neto, A. I. 


Nosich, and A. V. Boriskin, several affiliations, see: www.esf-newfocus.org


Plenary 4: Millimetre-wave/THz systems, circuits, and metrology; Auditorium;                 


Chairmen: S. Kato, J. Murphy


"Optimized design of a double-shell integrated lens antenna", J. R. Costa 1,2, E. B. 


Lima 1, and C. A. Fernandes 1, 1Instituto de Telecomunicações, IST, Portugal, 2ISCTE-


IUL, DCTI, Portugal


"An overview of millimetre wave beam steering utilising a photo-injected Fresnel 


zone plate antenna", T. Gallacher, D. A. Robertson, G. M. Smith, School of Physics and 


Astronomy, University of St Andrews, United Kingdom


"Low-reflection millimetre-wave composite lens", P. Alitalo, C. A. Valagiannopoulos, 


and S. A. Tretyakov, Department of Radio Science and Engineering, Aalto University School 


of Electrical Engineering, Finland


"Metrology For THz Electronics", E. Grossman, National Institute of Standards and 


Technology, USA


"Silicon based millimeter wave circuits", J. X. Chen, State Key Laboratory of MMWs, 


Southeast University, China


"Small-cell challenges for mobile networks' wireless backhaul", J. Putkonen, Nokia 


Siemens Networks, Finland


Coffee Break


Session GSMM 4: NEWFOCUS; Auditorium; Chairmen: A. Boriskin, R. Sauleau
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Tuesday Afternoon — ESA Workshop 


16.40-17.00


17.00-17.20


17.20-17.40


17.40-18.00


18.45-22.00


"Millimetre-wave Vivaldi antenna with liquid crystal phase shifter for electronic 


beam steering", M. Hoefle, M. Koeberle, A. Penirschke, and R. Jakoby, Institute of 


Microwave Engineering and Photonics, Technische Universität Darmstadt, Germany


Session ESA 5: Steerable antennas and tunable components; Room 4B;                                  


Chairmen: N. Llombart, D. Lioubtchenko


"A 60 GHz tunable bandpass filter based on polymer cap deflection", S. Seok, J. 


Kim, N. Rolland, and P. A. Rolland,  Institute of Electronics, Microelectronics and 


Nanotechnology, EMN/CNRS, France


"Beam-steerable flat reflector via transformation electromagnetics", R. Yang 1,2, W. 


X. Tang 1, and Y. Hao 1, 1School of Electronic Engineering and Computer Science, Queen 


Mary University of London, United Kingdom, 2National Laboratory of Antennas and 


Microwave Technology, Xidian University, China


Conference Dinner, See Next Page


"Reflectarray design for 120-GHz MMID application: simulation results", A. 


Tamminen 1, J. Ala-Laurinaho 1, J. Häkli 2, P. Koivisto 2, J. Säily 2, A. Luukanen 2, and A. 


V. Räisänen 1, 1MilliLab, Aalto University Department of Radio Science and Engineering, 


Finland, 2MilliLab, VTT Technical Research Centre of Finland







21 


 


Tuesday Afternoon — GSMM2011 


16.40-17.00


17.00-17.20


17.20-17.40


17.40-18.00


18.45-22.00 Conference Dinner, See Next Page


"Frequency Extenders for 75 – 1,100GHz", T. W. Crowe, J. L. Hesler, Virginia 


Diodes, Inc., USA


"3D radiation pattern measurement of LTCC antennas at 60 GHz", D. Titz 1, A. 


Lamminen 2, M. Kyrö 3, F. Ferrero 1, C. Luxey 1, J. Säily 2, G. Jacquemod 1, and P. 


Vainikainen 3, 1LEAT-CREMANT-CNRS University of Nice-Sophia-Antipolis, France, 
2VTT Technical Research Centre of Finland, 3Aalto University, SMARAD/Department of 


Radio Science and Engineering, Finland


Session GSMM 5: Millimetre-wave measurements; Auditorium; Chairmen: E. Grossman, J. Säily


"Permittivity and permeability extraction of magnetically loaded absorbing 


materials", I.Zivkovic and A.Murk, Institute of Applied Physics, University of Bern, 


Switzerland


"Millimetre-wave linearity measurements: sensitivities and uncertainties", J. 


Martens, K. Noujeim, and T. Roberts, Anritsu Company, USA
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Tuesday Dinner 


18.45-19.45


19.45-22.45


22.00-


2.00


Conference Dinner in restaurant Walhalla at Suomenlinna


Conference Dinner in restaurant Walhalla


Boat cruise to the fortress island Suomenlinna from Otaniemi


The evening continues on mainland


The last boat leaves from Suomenlinna, be onboard
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Tuesday Dinner  


Dinner Program 


Boat Cruise to Suomenlinna with a Welcome Toast by Espoo City 


Dinner at Restaurant Walhalla 


Menu 


Smoked salmon tartar served with lemon sorbet 


Kustaanmiekka Chateaubriand 


Goat's milk cheese risotto with grilled asparagus  (V) 


Chocolate mousse with raspberry sorbet 


Sancerre Blanc, Bourgogne Pinot Noir  


Coffee, Tea 


Music: Stefan Stanciu (pan flute) & Patrick Vena (guitar) 


Boat Trip Back to Mainland 
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Wednesday Morning — ESA Workshop 


8.30-9.00


9.00-9.30


9.30-10.00


10.30-10.50


10.50-11.10


11.10-11.30


11.30-11.50


Plenary 5: Millimeter-wave/THz technologies for space; Auditorium;                                      


Chairmen: P. De Maagt, I. Park


"Ultra-thin submillimeter wave absorbers for bolometric applications", S. A. 


Kuznetsov 1, A. G. Paulish 2, A. V. Gelfand 2, P. A. Lazorskiy 2, A. V. Arzhannikov 1, and V. 


N. Fedorinin 2, 1Novosibirsk State University & Budker Institute of Nuclear Physics SB 


RAS, Russia, 2Institute of Semiconductor Physics SB RAS, Novosibirsk Branch “TDIAM”, 


Russia


"Tunnel junction bolometers for passive THz-imaging at 4 K", A. Timofeev, L. 


Grönberg, P. Helistö, A. Luukanen, H. Seppä, and J. Hassel


VTT Technical Research Center of Finland


Lunch in Dipoli Buffet Restaurant


"Low loss superconducting terahertz metamaterial", B. B. Jin, J. B. Wu, C. H. Zhang, 


H. Dai, and P. H. Wu, Research Institute of Superconductor Electronics (RISE), School of 


Electronic Science and Engineering, China


"Antenna Coupled Microwave Kinetic Inductance Detectors for astronomy from 


Space and Ground", A. Baryshev, Netherlands Institute for Space Research, SRON


"Metop Second Generation Millimetre-Wave Instruments and Technology 


Needs", V. Kangas, ESTEC, European Space Agency, The Netherlands 


"Silicon-based components for pro-active safety systems like car-radar", F. 


Dielacher, Infineon Technologies AG, Austria


Coffee Break


Session ESA 6: Bolometric detectors; Room 4B; Chairmen: A. Baryshev, J. Mallat


"Wideband THz detectors based on YBCO thin films", S. Cherednichenko, A. 


Hammar, S. Bevilacqua, V. Drakinskiy, and J. Stake, Terahertz and Millimetre Wave 


Laboratory, Chalmers University of Technology, Sweden
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Wednesday Morning — GSMM2011 


8.30-9.00


9.00-9.30


9.30-10.00


10.30-10.50


10.50-11.10


11.10-11.30


11.30-11.50


Plenary 5: Millimeter-wave/THz technologies for space; Auditorium;                                       


Chairmen: P. De Maagt, I. Park


"HBV MMIC frequency tripler and quintupler for high power THz applications", 


J. Hanning 1, T. Bryllert 1,2, J. Vukusic 1,2, Ø. Olsen 1, and J. Stake 1,2, 1Wasa Millimeter 
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Abstract—Millimeter-wavelength radiation holds promise for
detection of security threats at a distance, including suicide bomb
belts and maritime threats in poor weather conditions. The sensi-
tivity provided by superconducting Transition-Edge-Sensor (TES)
bolometers makes them ideal for high-sensitivity passive imaging
of thermal signals at millimeter and sub-millimeter wavelengths.
We are developing a 350 GHz video-rate imaging system using
800 TES bolometers as detectors. This demonstration system
takes images at distances from 16 m to 28 m. When operating
at 16 m, the resolution is 1 cm over a 1 m × 1 m field of
view. The system is predicted to take video images with a noise-
equivalent temperature difference of 200 mK at 20 frames per
second. Light is captured by an f/2.0 Cassegrain optical system
with 1.3 m primary mirror. The detectors are read out using a
time-domain multiplexed SQUID readout system. We report on
the current status of development of this system.


I. INTRODUCTION


Millimeter-wavelength radiation penetrates clothing and is
non-ionizing, making it a good candidate for identifying threats
held beneath clothing [1]. Portal millimeter-wave systems are
commercially available and have been deployed at airports and
other sites around the world. These systems produce low-noise
images but require the person being scanned to stand still
within a booth.


To safely detect threats such as suicide bomb belts, images
must be taken while the person being scanned is farther away.
These “stand-off” imaging systems face challenges that portal
systems do not, including an uncontrolled environment, moving
subjects (requiring video-rate imaging), increased atmospheric
attenuation and an increase in required angular resolution.


Millimeter-wave stand-off imaging systems fall into two
categories: active and passive. Active imaging systems il-
luminate the observation target with millimeter-wave light
and form images by interpreting the light that is reflected
back. Active systems offer excellent noise performance but
face several challenges, including specular reflections and
scaling to large numbers of detectors. The recent development
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of millimeter-wave radar systems is promising in this area
[2]. Passive imaging systems detect thermal emissions, with
contrast provided by low-emissivity concealed objects reflecting
light that is colder than body temperature. Passive video
imaging systems are available commercially [3], but have
poor spatial and temperature resolution at frame rates faster
than 5 frames per second. Cryogenic passive imaging systems
using superconducting transition edge sensors are also being
developed. One system with 64 detectors produces video images
with a noise equivalent temperature difference (NETD) of 0.5 K
at 6 frames per second with a resolution of 4 cm over a 2 m
× 4 m area [4]–[7]. Another system has much lower noise on
a per-detector basis, but currently has only 10 detectors [8].


We are developing a cryogenic passive video imaging system
for operation at distances from 16 m to 28 m. The system
will contain 800 photon-noise-limited TES bolometers read out
by superconducting quantum interference devices (SQUIDs)
using a multiplexer developed at NIST. The system will
be used as a test-bed to explore trade-offs between NETD,
resolution and video frame rate, with the goal of understanding
performance requirements for specific real-world stand-off
imaging applications.


The system will operate at a frequency of 350 GHz (850 µm)
with 11 % fractional bandwidth. Spatial resolution will be 1 cm
over a 1 m × 1 m field of view at a distance of 16 m, with a
video rate of 20 frames per second. Measurements of prototype
detectors and the system’s optical efficiency indicate that the
fully populated focal plane with 800 detectors should achieve
NETD of 200 mK at 20 frames per second. This paper describes
the optics, detectors, readout, cryogenics and current status of
this system.


II. DESIGN OVERVIEW
A. Optical Frequency Choice


The choice of frequency for a passive imaging system is a
tradeoff between the ability to penetrate clothing (favoring low
frequencies) and spatial resolution (favoring high frequencies).
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Fig. 1. Plot showing measured transmission of our bandpass filter (solid lines)
and typical atmospheric transmission (dashed lines). The passband is centered
at approximately 350 GHz (850 µm) and has a full width at half-maximum
of about 11 %.


The 3 dB point for attenuation through clothing ranges from
350 GHz to 1 THz (high frequencies for thin materials such
as Nylon, lower for thicker materials such as wool) [9]. We
chose 350 GHz to keep clothing attenuation at or below 3 dB
and provide good spatial resolution. This frequency is also the
center of an atmospheric transmission band (see Fig. 1).


B. Optics


Our optical system is an f/2.0 Cassegrain design. The 1.3 m
elliptical primary mirror focuses light onto the hyperbolic
secondary, which directs the light back through the central hole
in the primary; the light then enters an ultra-high-molecular-
weight (UHMW) polyethylene lens at the mouth of the cryostat.
The lens makes the system telecentric, allowing use of a
flat focal plane. The lens/cryostat combination can be moved
relative to the primary mirror to focus the system at distances
between 16 m and 28 m. The optics were simulated with ray-
tracing software and shown to be diffraction-limited across the
entire focal plane and at all focusing distances between 16 m
and 28 m. See Fig. 2 for an annotated picture of the optical
system. A detailed description of the optics has been published
elsewhere [10], [11].


The observation band is defined by a metal mesh filter [12]
cooled to 900 mK, defining an optical bandwidth of 40 GHz
(11 % FWHM fractional bandwidth); the measured passband
of this filter is shown in Fig. 1. Additional filters for thermal
blocking are located at the 4 K, 50 K, and 300 K stages [13].
Total transmittance of the filter stack plus lens is predicted to
be 62 %.


At the focal plane, light is captured by smooth-walled conical
feedhorns that were chosen for their simplicity and ease of
manufacture. To optimize coupling of the feedhorns to the rest
of the optical system, we use feedhorns with a diameter of


Fig. 2. Schematic of optical system. Labels are (A) 1.3 m primary mirror,
(B) secondary mirror with dithering mechanism, (C) cryostat window lens,
(D) detector focal plane module, including bandpass filter. For clarity, the
cryostat is not shown. Inset is a photograph of the primary and secondary
mirror assembly.


3.2 mm, or approximately 2Fλ, where F = 2.0 is the f-number
of the optics and λ = 850 µm is the optical wavelength. The
taper half-angle is 9.4◦, tapering to a 3.5 mm length of 0.6 mm
diameter circular waveguide that leads to the detectors. Finite-
element electromagnetic simulations predict that the feedhorns
will have a spillover efficiency of 54 %. Conductive loss in
the 3.5 mm length of 0.6 mm waveguide behind the feedhorn
is calculated to be about 10 %.


At the back of the 0.6 mm circular waveguide, in front of a
quarter-wave backshort, the light is absorbed by a PdAu mesh
patterned on a relieved membrane as described in section II-D.
Finite-element electromagnetic models predict that the PdAu
mesh will absorb 82 % of the optical power coming down the
waveguide. The mesh absorbs both polarizations.


Because the point-spread-function of the optics has size
Fλ on the focal plane, the feedhorns will be spaced farther
apart than the Nyquist limit. Additionally, the feedhorns will
cover only a portion of the diffraction-limited area of the focal
plane. To generate fully sampled images, and to use the entire
diffraction-limited extent of the optics, the secondary mirror
will be moved by a set of actuators. This “dithering” of the
secondary mirror will move the image across the focal plane,
allowing fully sampled video images to be generated across
the entire 1 m2 target area.


C. Transition Edge Sensors


Optical power is detected by voltage-biased superconducting
transition edge sensor (TES) bolometers [14], [15]. Below a
critical temperature, Tc, a superconductor loses all resistance to
DC electrical current (see Fig. 3). The sharp transition from the
normal state to superconducting state allows a superconductor
that has been biased into its transition to serve as a sensitive
thermometer. Any signal that can be turned into a temperature







change can then be detected as a change in the resistance of the
superconductor. Reference [16] contains a detailed description
of the behavior of TES devices.


Fig. 4 schematically depicts the operation of a voltage-biased
TES bolometer. A superconducting film is thermally sunk to an
optical absorber. An increase in incoming optical power raises
the temperature of the film, increasing the resistance of the
TES, which decreases the current passing through the circuit.
A SQUID detects the drop in current. The device operates in a
negative-feedback loop, with increasing optical power leading
to lower V 2/R Joule heating, allowing the device to operate
stably.


A weak thermal link connects the absorber and supercon-
ducting film to a low-temperature heat bath. The thermal
conductance of this link determines the saturation power Psat


according to Psat = K(Tn
c − Tn


bath), where K and n depend
on the geometry of the thermal link and the dominant heat
transport mechanism in the temperature regime of interest; for
our detectors we expect n ≈ 4.0.


The dominant source of intrinsic noise in a TES bolometer is
thermal fluctuations of the temperature of the TES itself. This
noise is NEPG = F


√
4kBGT 2


c , where kB is Boltzmann’s
constant and the differential thermal conductance G is defined
as G = dP/dTc = nKTn−1


c . The prefactor F is unity
in equilibrium, and in the range 0.5–1.0 under operating
conditions.


Photon noise is also a significant source of noise in our
system. The expression for photon noise, including the effect
of photon bunching, is [17]


NEPph =
√


2hνPopt(1 + ηn̄), (1)


where h is Planck’s constant, ν is the central frequency, Popt is
the total optical loading, η is the optical efficiency (excluding
feedhorn spillover efficiency, because the feedhorn spillover is
terminated at 300 K), and n̄ = [exp(hν/kBT )− 1]−1 is the
average photon occupation number per mode. For our system
observing 300 K radiation, n̄ = 17.5, so the bunching term is
important. Total optical power per detector when observing a
300 K target will be 2ηkBT∆ν = 165 pW. Use of (1) then
gives NEPph = 0.8 fW/


√
Hz.


D. Design of Prototype Detectors


Fig. 5 shows a picture of one of our prototype detectors.
The device is fabricated on a relieved silicon-nitride membrane
approximately 800 µm in diameter. A PdAu mesh absorbs the
light, with mesh dimensions (2 µm wide lines spaced 85 µm
apart) chosen to match the wave impedance of the waveguide.
The Al TES is at the lower edge of the membrane and has
dimensions 64 µm × 64 µm. A 15 µm × 16 µm PdAu heater
resistor sits near the center of the relieved membrane for use
in testing.


We designed our detectors to have Psat = 1 nW at a bath
temperature of 900 mK, for a safety factor of 6 times the
predicted optical loading of 165 pW. Given this saturation
power, an Al TES with Tc = 1.2 K, a bath at 900 mK, and a
target G of 4.5 nW/K should meet our NETD requirements.
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Fig. 3. Illustrative plot of resistance vs temperature for a superconductor. The
transition is typically very narrow, allowing the use of a superconductor as a
sensitive thermometer. A TES detector is voltage-biased into the transition,
with the bias point changing based on changes in optical power.
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Fig. 4. Schematic depiction of the operation of a TES. Optical power
is absorbed onto the TES. Increases in absorbed optical power raises the
temperature of the TES, raising its resistance. The dissipated V 2/R Joule
power in the TES drops, compensating for the increase in optical power, leaving
as constant the total dissipated power flowing out of the TES through the weak
thermal link. This negative electro-thermal feedback allows the detector to
operate stably. Changes in current passing through the TES are detected by a
SQUID.


The dimensions of the eight silicon-nitride legs (11 µm wide
× 40 µm long, 0.5 µm thick) were chosen to achieve this G.


This large thermal conductance requires a large heat capacity
C to keep the thermal time constant near the 1 ms that is optimal
for our readout system. We have achieved this by adding a
2 µm thick gold ring around the outer diameter of the relieved
membrane.
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Fig. 5. A picture of one of our prototype TES detectors. The relieved area is
800 µm in diameter. The different components are: (A) PdAu absorbing mesh,
lines 2 µm wide spaced 85 µm apart, (B) thin-film Al TES, (C) silicon-nitride
legs connecting relieved membrane to the bulk Si substrate that serves as
low-temperature bath, (D) Au ring providing additional heat capacity to slow
the thermal response time of the device for optimal readout, (E) PdAu heater
resistor used for testing.


E. Readout


The array is read out by the SQUID-based time-division
multiplexing (TDM) system developed at NIST [18]. At room
temperature a single Multi-Channel Electronics (MCE) crate
will read out all 800 detectors [19]. The combination of NIST
SQUID TDM with the MCE is used daily to collect data at
three different millimeter-wave telescopes; see [20]–[22]. All
hardware for the full 800 detector array, including cryogenic
wiring, is already installed in our cryostat.


F. Cryogenics


To cool our focal plane to an operating bath temperature of
900 mK, we use a two-stage refrigeration system. The first stage
is a commercially available cryogen-free Gifford-McMahon
cryocooler that reaches 3 K. The second stage is a custom-built
4He sorption fridge that cools to below 1 K, and is based on
a design that has been proven in the field [23]. The system
reaches a base temperature of approximately 900 mK with a
hold time of 13.5 hours when open optically. Operation of the
cryogenics will be fully automated.


III. CURRENT STATUS


We have installed four prototype detectors into our cryostat.
Individual modules with feedhorns integrated into their cover
hold each detector. All data discussed in this section were taken
with the complete multiplexed readout chain configured in a
2 row × 2 column format.
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Fig. 6. Plot showing saturation power Psat vs bath temperature for three
of our prototype devices. Fitting all three parameters n, K, and Tc implies
n ≈ 3.6. The fit constrains n weakly, so for this paper we assume n = 4.0
everywhere; this increases our predicted detector noise by a few percent.
Detector 4307 was measured in a different cryostat with different thermometry,
which could explain the temperature offset from detectors 4309 and 4311.


A. Dark Testing


The prototype devices have a transition temperature of
approximately 1.23 K, with a normal-state resistance of about
3.5 mΩ. Fig. 6 shows measured saturation power vs. bath
temperature for three tested devices; the measured G values
are 5.0 nW/K to 5.4 nW/K. These values of G imply NEPG


of 0.64 fW/
√


Hz to 0.69 fW/
√


Hz, assuming a prefactor F of
1.0. The measured NEP for one of our detectors is shown in
Fig. 7. The measured noise level matches the prediction well.


Adding the detector and expected photon noise in quadrature
gives NEPtot = 1.1 fW/


√
Hz. This total NEP can be


converted to an NETD through the use of the radiometer
equation [24],


NETD =
NEPtot


2kB∆νη
√


2τ
, (2)


where τ is the total integration time per pixel in the processed
video frame, ∆ν = 40 GHz is the pre-detection optical
bandwidth, and η = 0.25 is the total optical efficiency (0.82
absorber efficiency, 0.62 filter stack efficiency, 0.54 feedhorn
spillover efficiency and 0.90 feedhorn insertion loss). Creating
a 1 m2 image with 1 cm resolution requires 2002 pixels
per video frame. With an 800 detector system, this leads to
a “dithering factor” of 2002/800 = 50, meaning that each
detector will image 50 image pixels per video frame, and
τ = 1/(50)(20 Hz). Equation 2 thus predicts that our system
will have NETD = 85 mK across the full field of view at
20 FPS.
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Fig. 7. Plot showing measured noise equivalent power (NEP) spectral density
for one of our detectors. The white noise level is about 0.65 fW/


√
Hz. The


low-frequency increase in noise is due to a drift in bath temperature that we
are fixing. The 120 Hz rolloff is due to a filter in the readout electronics that
was turned on while acquiring this spectrum.


B. Optical Testing


Our optical testing has focused on two areas: measuring
optical efficiency and taking still images.


To measure total optical efficiency we measure the difference
in detected optical power between when the imager is observing
295 K and 77 K blackbodies in the 16 m distant focal plane.
The ratio of this difference in optical power to 2kB∆T∆ν is
the total optical efficiency of the system. The 295 K blackbody
is a sheet of room-temperature Eccosorb AN-72 attached to
an aluminum backing sheet. The 77 K blackbody is a sheet
of Eccosorb AN-72 submerged in liquid nitrogen held in a
styrofoam cooler with walls approximately 2.5 cm thick. We
apply a correction to account for the imperfect transmission of
the styrofoam cooler’s walls, which we measured by moving
the cooler’s lid back and forth in front of the cooler. This
measurement approach resulted in an average optical efficiency
of 11.5 % for the four detectors, about half of the predicted
value of 26 %. We have not yet identified the source of the
lost efficiency, but it is likely that some of the loss is due to
poor alignment of the cryostat with the primary and secondary
mirrors.


We do not yet have enough detectors installed to take video
images. But we can take still images by using the secondary
mirror to raster scan over the target. Fig. 8 shows an image
of a person with a ceramic knife concealed beneath his shirt.
This image includes data from three detectors, with a large
area of overlap near the image center. The knife is visible on
the left side. Also visible is the outline of a pocket, the shirt
collar, and the line of extra cloth backing the shirt’s buttons.


To produce this image, we combined data simultaneously
acquired by three detectors. First, data from each detector
were used to create three sub-images. Each subimage was then
deconvolved by use of the measured point-spread-function of
the system, which has the effect of both (a) reducing noise
on spatial scales smaller than the system’s resolution, and
(b) improving apparent resolution. An edge taper was then


Fig. 8. A sample still image taken with our system. The image was taken
by raster scanning across a person with a ceramic knife concealed beneath
his shirt. The image NETD is 85 mK, with a total image contrast of 14 K.
The contrast between the knife and the warm part of the body next to it is
3.9 K. The total time to acquire the image was 50 s, with an average of 5.5 ms
integration time per image pixel.


applied to each sub-image, and finally all three sub-images
were combined.


The temperature scale was calibrated by use of the heaters
and the measured optical efficiency. The expected contrast in
the image is 12 K (skin temperature of 310 K with emissivity of
0.80, lab background temperature of 295 K). The total contrast
in the image is 14 K, indicating that the calibration is reasonable.
We estimate the image NETD by taking the standard deviation
of pixel temperature values in a flat area of the image. This
yields an image NETD of 85 mK, which is about what we
expect given the integration time per image pixel of 5.5 ms and
the measured optical efficiency. The integration time per image
pixel for video images will be 1 ms, so the implied NETD
for video rate images is 85 mK ×


√
5.5 = 200 mK. This is


approximately two times higher than predicted in section III-A.
The poor measured optical efficiency explains this discrepancy.


IV. NEXT-GENERATION SYSTEM


The current system features high sensitivity and low noise
to facilitate the investigation of the tradeoffs inherent in an
operational system. Adapting this system for field deployment
will require reduction in cost, weight, and complexity. In
addition to modifications such as molded composite optical
elements and simplified cryogenics, we are planning to read
out a next-generation system with gigahertz micro-resonators
that can read out focal planes of either TESs or Microwave
Kinetic Inductance Devices (MKIDs) [25]. This technology
can read out hundreds of detectors with a single coaxial cable,







greatly reducing the cost and complexity of cryogenic wiring,
and allowing focal planes with larger numbers of detectors.


V. CONCLUSION
We have designed a 350 GHz cryogenic terrestrial passive


video imaging system by leveraging technology proven in
the millimeter and sub-millimeter astronomy field. The video
imager will use 800 TES bolometers to image a 1 m × 1 m
field to a resolution of 1 cm at a distance of 16 m at video
frame rates. Measurements of our prototype detectors indicate
that they are close to being photon-noise-limited. Initial optical
testing indicates that the fully populated system will take video-
rate images with 200 mK NETD. Improving NETD to the
predicted 85 mK requires improving our poor optical efficiency,
but requires no changes to the detector design. Our next steps
are to design, fabricate, and install the full 800-detector focal
plane.
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Abstract-The interest  towards submillimetre-wave (or  THz) 
imaging  systems  arises  from  their  ability  to  detect  concealed 
weapons and explosives at a stand-off range up to ~25 meters. 
The authors have previously reported on the demonstration of a 
passive 640 GHz camera that acquires passive THz videos up to 
10 frames/second [2,3].  Our present efforts are focused on the 
development of a new prototype with improved image sampling, 
angular resolution and footprint. In this paper we summarize our 
efforts regarding the characterization of the optical system of the 
demonstrator  with  respect  to  its  modulation  transfer  function 
measurements. 


I. INTRODUCTION


Modulation  Transfer  Function  (MTF)  is  a  fundamental 
figure-of-merit of all image forming systems. 


The  MTF  describes  how  the  system  can  reproduce 
differences in contrast  i.e.  the spatial frequency response of 
the system. This  means that  MTF is  also closely related  to 
more commonly used Point Spread function which tells you 
the systems optical impulse response.


Modulation  Transfer  Function  is  a  normalized  Fourier 
transform of the line spread function (LSF) of the system [1]:


MTF=


∣∫
−∞


∞


F l  x e−iωx dx∣


∫
−∞


∞


F l  x dx
(1)


Direct measurements of the system’s line spread function is 
very hard and in order to get reproducible results with a good 
signal-to-noise ratio an indirect method must be used. The line 
spread  function  can  be  obtained  from  the  system’s  Edge 


Spread Function [4]. The Edge spread function itself contains 
information  about  the  cameras  frequency  response  and  the 
center  frequency of the bolometers used as detectors.  When 
the physical  size  of  the edge and distances  to  detectors  are 
know,  the  diffraction  from  the  edge  is  proportional  to  the 
center  frequency  and  bandwidth  of  our  system.  Thus,  the 
width of the edge spread can be used to infer  the effective 
centre  frequency  of  our  nominally  extremely  broad  band 
system (200 GHz – 1 THz).


The system involved in the measurements is a cryocooled 
linear array bolometer camera with superconducting NbN air-
bridge bolometers. System is described in more detail in [2-3].


In  the  paper  we  will  report  our  results  on  the  ESF 
measurement  campaign,  which  is  under  way at  the time of 
writing of this abstract. 


The Edge Spread Function will be measured by scanning a 
bright point source within the camera’s field of view. We will 
utilize a blackbody source ( a SiC heater element, a.k.a. “glo-
bar”) with a 5 mm diameter aperture. The point source will be 
attached to a XY-scanner stage and moved across the field-of-
view.  The  line  spread  function  will  then  obtained  by 
numerically differentiating the edge spread function.


F l=
d
dx


F e x  (2)
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Passive submillimetre-wave video imaging: implementation of a practical 
instrument 
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Zakosarenko, Marco Schubert, Torsten Krause, Andre Krueger, Hans-Georg Meyer 
 
 
Against a background of newly emerged security threats the well-established idea 
of utilizing submillimeter-wave radiation for personal security screening 
applications has recently evolved into a promising technology. Possible 
application scenarios demand sensitive, fast, flexible and high-quality imaging 
techniques. At present, best results are obtained by passive imaging using 
cryogenic microbolometers as radiation detectors. 
 
Building upon the concept of a passive submillimeter-wave stand-off video camera 
introduced previously, we present the evolution of this concept in a practical 
application-ready imaging device. This has been achieved using a variety of 
measures such as optimizing the detector parameters, improving the scanning 
mechanism, increasing the sampling speed, and enhancing the camera software. The 
image generation algorithm has been improved and an automatic sensor calibration 
technique has been implemented taking advantage of redundancy in the sensor data. 
 
The concept is based on a Cassegrain-type mirror optics, an opto-mechanical 
scanner providing spiraliform scanning traces, and an array of 20 superconducting 
transition-edge sensors (TES) operated at a temperature of 450 mK. The TES are 
cooled by a closed-cycle cooling system and read out by superconducting quantum 
interference devices (SQUIDs). The frequency band of operation centers around 350 
GHz. The camera can operate at an object distance of 7 to 10 m. At 8 m distance 
it covers a field of view of 110 cm diameter and achieves a spatial resolution of 
1.7 cm and a system NETD of 150 mK at 1 Hz frame rate. The maximum frame rate is 
10 frames per second 
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Abstract- This paper presents a pulsed, reflective THz imaging 


system operating at ~525 GHz center frequency with ~ 125 GHz 
of response normalized bandwidth and developed specifically for 
medical imaging applications.  System parameters are discussed 
and the choice of effective operational bandwidth is motivated by 
hydration sensitivity calculations.  Two promising medical 
applications of THz imaging are discussed: cornea and skin burns.  
For cornea, experimental data measuring the hydration of ex vivo 
porcine cornea under drying is presented along with intrinsic 
corneal hydration sensitivity calculations computed with 
spectroscopic measurements.  For burns, images of 2nd degree, 
partial thickness burns were obtained in rat models in vivo over 
an 8 hour period.  These images clearly show the formation and 
progression of edema in and around the burn wound area.  


I. INTRODUCTION 


Terahertz illumination includes the millimeter and 
submillimeter-wavelength (3 mm to 0.033 mm) bands of the 
electromagnetic spectrum with frequencies between 100 GHz 
and 10 THz.  The last decade has witnessed significant 
proliferation of THz devices and technologies with 
considerable attention devoted to medical imaging and 
diagnostics [1, 2].  THz medical imaging has been applied to 
the detection and spatial mapping of skin cancer [3], skin 
hydration [4], and breast cancer [5].  Recently THz imaging 
has been successfully applied to the imaging of burn wounds in 
ex vivio pig skin [6] and ex vivo corneal hydration [7].  These 
results detected local hydration changes due to burn 
temperatures and/or drying and have demonstrated possible 
clinical applications of THz imaging 


In this paper we present an overview of a pulsed THz 
imaging system operating at a center frequency of 525 GHz 
and designed specifically for reflective medical imaging 
applications.  A short discussion of system architecture is 
provided along with motivation on illumination frequency.  
These are followed experimental results and discussions of 
corneal and burn imaging; two very promising applications of 
THz medical imaging technology. 


II. THZ IMAGING SYSTEM 


A. Design 
A block diagram of the pulsed THz imaging system [4, 6-9] 


used to generate the images in this paper is shown in Figure 1.  
The THz source is a photoconductive switch [10, 11] pumped 
by a 780 nm femtosecond laser with a 230 fs pulse width, 20 
MHz repetition rate, and ~ 8 mW of average power.  At high 
bias fields (200 V/9 um gap ~ 222 kV/cm) the source produces 
an optical to quasioptical (THz) conversion efficiency of > 1% 


yielding average powers of up to 46 μW across 1 THz of 
bandwidth [11]. The switch is mounted on the backside of a 
high resistivity silicon hyperhemisphere and mounted ~ 60 mm 
away from a 76.2 mm effective focal length (EFL), 25.4 mm 
clear aperture OAP mirror thus matching photo conductive 
switch beam pattern and mirror numerical aperture (NA).  The 
collimated beam is directed towards a 2nd OAP (50.8 mm EFL) 
where it is focused onto the target at a 14o angle forming a ~ 1 
mm spot size.  The reflected beam is collimated by a third 
parabolic mirror and then focused using a 25.4 mm (EFL) OAP 
into the feed horn of a 0-bias Schottky diode [12] detector 
mounted in a WR1.5 waveguide. 


Fig 1: Block diagram of the THz imaging system.  OAP directs THz 
illumination at 14o off the z-axis in the -x,-z direction. 


Following the THz rectifier is a gated receiver consisting of 
a low-noise pulse amplifier, a double-balanced mixer, and a 
low pass filter (integrator).  The rectified THz pulse is 
amplified (G = + 38 dB, BW = 10 GHz) and then coupled to 
the RF port of a double-balanced mixer.  The gating is realized 
by driving the LO port of the mixer with a reference RF pulse 
generated from the mode-locked laser using a free space 99/1 
beam splitter, photodiode and broadband amplifier.  The 
reference pulse is passed through an RF delay line adjusted so 
that the pulse arrives at the mixer synchronous to the amplified 
THz pulse.  The DC voltage from the IF port of the mixer is 
passed through a low pass filter, amplified with an audio 
frequency instrumentation amplifier and sampled using a 14 bit 
DAQ with a 1 ms time constant producing ~ 50 dB SNR.  







Pixels are generated by raster scanning the target in the x and y 
directions, using stepper motors. 


B. Illumination Band 
The effective center frequency and bandwidth of the system 


are dictated by the pass band characteristics of the detector.  
An advantage of the waveguide mounting is that it provides 
well-defined pass bands with a sharp cut on frequency and a 
relatively sharp roll-off when the waveguide becomes over-
moded. 


Fig 2: THz imaging system spectra.  The dotted (black) line is the normalized 
photoconductive switch power spectral density.  The water line was left in to 
reflect actual operation (non-evacuated).  The solid line (red) is the Schottky 
diode normalized spectral responsivity.  The response peaks at ~ 400 GHz and 
the total width reflects the operational band of a WR1.5 waveguide. 


The normalized power spectral density of the 
photoconductive switch is displayed in Fig 2 superimposed on 
the normalized Schottky diode spectral responsivity.  The 
switch spectrum was acquired with a Fourier Transform 
Infrared (FTIR) spectrometer and He-cooled composite 
bolometer.  The detector spectral responsivity was measured 
with a THz photomixing setup [13]. 
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The center frequency and response normalized bandwidth of 
the system are calculated using equations (1) and (2) where 
Ըሺ݂ሻ is the detector spectral responsivity (red curve in Fig 2) 
and ܵሺ݂ሻ is the switch power spectral density (black curve in 
Fig 2).  These computations yield a center frequency of 525 
GHz with 125 GHz of 3 dB bandwidth.  This effective 
bandwidth in combination with 50.8 mm EFL mirrors provides 
diffraction limited spot size of ~ 1 mm and offers a sufficient 
tradeoff between hydration sensitivity and spatial resolution. 


III. HYDRATION SENSITIVITY 
For many THz medical imaging applications hydration is the 


dominant contrast mechanism and measurement sensitivity is 
determined by quantifying the expected change in THz tissue 
reflectivity for a given change in water volume fraction at a 
particular volume fraction.  For this analysis we model tissue 
as a homogenous mixture of water and biological background 
which is described by a lossless dielectric of 4 [14].  The 
reflection coefficient of a half space of this tissue mixture in air 
is: 
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where 1 and 2 are adjusted to reflect the polarization angle 
of incidence, ̂ߝ is defined in equation (4), ߝ௪ is defined by the 
double debye model [15], ߝ is the dielectric of the biological 
background, and the tissue half space is composed entirely of 
these two components  Equation (4) is known as the 
Bruggeman model and is written here for a binary mixture.  
This model has been used previously to model the THz 
properties of tissues [7, 16].  The intrinsic sensitivity of THz 
imaging to hydration changes as a function of frequency is 
simply the derivative of equation (3) with respect to hydration:  


Ըሺ௪, ݂ሻ ൌ
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݀
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Further inspection of equations (3)-(5) reveals that at non-
normal incidence the transverse-electric (TE) polarization will 
produce higher intrinsic contrast than the transverse-magnetic 
(TM) polarization.  Thus equation (3) has been written for the 
TE case. 


Fig 3: Intrinsic hydration sensitivity as a function of water concentration and 
illumination frequency assuming the validity of the double debye  dielectric 
model and Bruggeman mixing theory. 


Equation (5) has been simulated for hydration 







concentrations of 100% (pure water), 75% (muscle tissue), and 
50% (adipose tissue) and the trends are displayed in Fig 3.  Not 
only does lower frequency illumination provide greater 
reflectivity, it also produces greater changes in reflectivity for a 
given change in water contrast with ~ 6 times more sensitivity 
at 100 GHz as compare to 1 THz.  An interesting consequence 
of equation (5) is the crossover in delta reflectivity at ~ 150 
GHz between pure water, and hydrated tissues.  The highest 
intrinsic contrast available for hydration contrast in the 
physiologically relevant range at 100 GHz exceeds that of pure 
water, and one can envision building point measurement 
systems at millimeter wave frequencies if high resolution 
imaging is not required. 


IV. CORNEAL IMAGING 


A. Corneal Imaging Motivation 
The normal water content of the cornea is closely related to 


its transparency and refractive capabilities, and many diseases 
of the eye may measurably perturb it.  Some, such as edema 
and corneal dystrophy, are diseases defined by the 
deterioration of the cornea’s water-regulating process [17, 18].    
The hydration of the cornea can also be perturbed by medical 
procedures such as LASIK or corneal graft surgery [19].  In 
LASIK, tissue ablation rates are strongly linked to corneal 
hydration and errors in the measurement of tissue hydration are 
often responsible for surgical overcorrection [20].  In corneal 
graft surgeries, immune rejection is preceded by the formation 
of edema and the reversibility of rejection events is inversely 
proportional to hydration [19]. 


Given the smooth surface of the cornea, its high water 
concentration by volume, and the near lossless properties of the 
collagen matrix, THz may be ideally suited to directly measure 
the hydration in vivo, thus providing a clinical tool capable of 
earlier detection and monitoring of corneal disease. 


B. Ex vivo Porcine Cornea 
Changes in hydration in ex vivo porcine corneas were 


visualized by monitoring ex vivo corneas undergoing drying.  
The loss of water from the stroma (interior bulk of the cornea) 
of these samples causes the cornea to deform significantly 
from its ideal spherical shape.  To remove geometry variations 
from the experiment, the cornea was mounted in a flat 
geometry by pressing it against a thin quartz window using a 
porous foam material thus permitting evaporation from the side 
opposing the quartz (in-depth details of the experiment can be 
found in [7]).  Images of a 2 cm x 3 cm area were acquired at 8 
minute intervals over the course of 5 hours.  The results from 
selected time instances corresponding to 87%, 84%, 79%, 
75%, 70%, and 66% average water concentration are shown in 
Fig 4 with ~ 10 minutes elapsing between each image. 


Each image is accompanied with its computed water 
concentration by volume calculated using sample mass 
measured between each image acquisition.  Clear preferential 
drying from the outer edges is seen in the images, as the border 
closes further in towards the center with each subsequent 
frame.  These edges suffer evaporative loss from the sides of 


the cornea in addition to losses from the epithelial (top) and 
endothelial (bottom) surfaces. The progression of drying from 
the outside-inward is the expected result due to the faster 
diffusion in the lateral directions relative to the thickness 
direction [21, 22]. This is also in agreement with observations 
from a previous preliminary study in which a single cornea was 
imaged at a one point in time without constraint to its geometry 
[23]. 


Fig 4: Time lapse imaging of drying cornea with hydration by volume 
percentages denoted in the bottom left corner of each image.  Reprinted from 
[7] 


C. Corneal Spectroscopy and Hydration Sensitivity 
Following the corneal imaging experiments, spectroscopic 


measurements on ex vivo corneas were performed to confirm 
the role of hydration and illumination frequency in contrast 
generation.  Nine corneas were soaked in a 0%, 3%, 5%, and 
7% polyethylene glycol (PEG) solutions containing 0.15M 
NaCl for 3 days. The concentrations of these solutions produce 
different equilibrium water concentrations in the corneas that 
varied between 79.1% and 91.5%. The corneas were abutted to 
a 12.7 um thick Mylar film thus forcing it into a flat, 
orthogonal geometry with respect to the THz aperture. The 
incidence angle of the source was limited to 30 degrees by the 
optics of the Teraview time-domain system.  Further details of 
this experiment can be found here [7]. 


The relationship between water concentration and THz 
reflectivity for 5 representative illumination frequencies is 
displayed in the inset at the top right corner of Figure 5.  The 
trends from top to bottom are 0.25 THz (blue), 0.45 THz (red), 
0.65 THz (cyan), 0.85 THz (magenta), and 1.05 THz (green) 
respectively.  The x-axis is constrained to the physiologically 
relevant range of corneal hydration.  These points were 
calculated using reflective spectra across 1 THz of bandwidth 
and display an approximate linear relationship between 
hydration and THz reflectivity.  Superimposed on the data sets 
are least-squares fit lines.  These fits display a decreasing slope 
as the frequency increases.  The slope of each line is in units 







of % reflectivity/% hydration and describes the intrinsic 
sensitivity of THz imaging to corneal hydration. 


Fig 5: Time lapse imaging of drying cornea with hydration by volume 
percentages denoted in the bottom left corner of each image.  The data trace 
was reprinted from [7]. 


The % reflectivity/% hydration slope at each frequency point 
computed with the spectra of all 9 cornea is displayed in Figure 
5 and confirms a monotonically decreasing intrinsic hydration 
sensitivity as a function of increasing illumination frequency.  
Equation (3) was simulated for p = 0.8 and i = 30o and the 
computation (read dotted line) is superimposed on the data in 
Figure 5.  The fit between simulation and data is quite good at 
the upper frequencies and degrades a bit at the lower 
frequencies which we attribute to alignment problems in the 
spectrometer during the experiment.  


These results in addition to recently published data [7] 
suggest that reflective THz imaging can be successfully 
applied to cornea using water as the dominant contrast 
mechanism and may provide hydration sensitivity superior to 
other ophthalmologic diagnostic systems.  They also confirm 
that Debye and Bruggeman theory accurate model THz/corneal 
tissue interactions. 


V. BURN IMAGING 


A. Burn Imaging Motivation 
Approximately 500,000 patients are treated for burns in the 


United States annually and of these, ~50,000 require 
hospitalization, and 400 die each year, making mortality from 
burns the fifth leading cause of injury-related death in the 
United States [24].  In addition to their high mortality, large 
burns are also very morbid, requiring extensive treatment and 
rehabilitation regimens.  It has been estimated that costs related 
to treatment of burn injuries account for 13% of all medical 
claims despite their relatively low incidence [25]. 


The crux of burn wound assessment is distinguishing 
between superficial and deep partial thickness burns. This is 
because deep partial thickness burns and full thickness burns 
require skin grafting, whereas more superficial burns can be 
managed conservatively [26].  Currently, the most commonly 


used methods for estimating burn depth are visual and tactile 
assessment. These methods are highly inaccurate, however, 
because there is a lag time of 3-5 days before a burn’s gross 
appearance reflects the true extent of injury [27].  Additionally, 
this method lacks standardization because it relies entirely on 
the experience of the surgeon. 


The physiological response of tissue to a burn injury is the 
formation and maintenance of edema.  THz imaging is very 
sensitive to these fluid shifts and spatial and temporal 
characterization of edematous tissue may improve the accuracy 
of burn depth estimation. 


B. In vivo Burn Imaging results 
Initial in vivo burn images were acquired with rats as they 


are the most practical animals on which to perform feasibility 
studies (in-depth details of the experiment can be found in 
[28]). The study was approved by the UCLA Institutional 
Review Board (#2009-094-02). Two male Sprague Dawley rats 
weighing 200-300g were anesthetized with isofluorane (an 
analgesic) prior to burn.  The combination of substances and 
their delivery technique was chosen to minimize any 
physiological activity that would affect the immune response to 
the applied burn.  A flat 4 cm x 4 cm area on the both 
abdomens was shaved with electric clippers to minimize 
irritation and then cleaned with antiseptics to reduce the chance 
of infection.  The rats were then placed beneath the imaging 
system and the shaved area of the abdomen flattened with a 
12.7 um thick circular mylar window positioned against the 
skin with light pressure. 


  
Fig 6: THz in vivo wounds.  (Left) Rat abdomen burn of experiment 1.  
(Right) Rat abdomen burn of experiment 2. Left image reprinted from [29] 


A ‘+’ shaped burn was inflicted using a brass brand within 
the control scan area.  The ‘+’ profile brand measured 15 mm x 
15 mm with 3 mm thick arms.  The brand was heated to ~ 220o 
C using a hot plate and pressed against the skin with contact 
pressure for ~ 10 seconds.  Following application of the burn 
the Mylar window was placed back over the burned region and 
the injury was re-imaged.  THz burn images were acquired 
every 15-30 min for the next 8 hr with the Mylar window 
removed between each image acquisition to allow the 
responses to progress naturally.  Images of the burn wounds 
immediately following branding for both rats are displayed in 
Figure 6; the image on the left corresponds to experiment 1 and 
the image on the right corresponds to experiment 2 







A THz image of a 35 mm diameter area of unburned skin 
beneath the Mylar window for experiment 1 is displayed in the 
top left of Fig 7.  The Mylar window flattens the imaging field 
but is extremely thin so the varying surface profile of the rat 
belly is still visible.  The Mylar window frame is made of steel 
and reflects a larger portion of THz illumination than the skin 
thus the circular field of view is bounded by a white (highly 
reflecting area). 


   


  
Fig 7: THz in vivo burn images.  (Top Left) Rat abdomen prior to application 
of heated brand.  (Top Right) rat abdomen 10 min post burn.  (Bottom Left) 
>1 hour post burn, (Bottom Left) burn injury after > 7 hours.  (Bottom Right) 
Cuts through the image. (color online) 


The immune response of skin tissue immediately following a 
burn is characterized by a rush fluid to the sight of injury 
resulting in both the burn and surrounding area to becoming 
edematous.  The image at the top right of Fig 7 shows an acute 
influx of H2O throughout the region with non-burned areas 
reflecting as much incident THz radiation as burned areas.  
After 7, hours the edema has localized completely to the brand 
contact area and the surrounding skin has returned to normal, 
non-burned reflectivity.  Additionally a dark, low reflectivity 
ring of tissue is seen along the periphery of the hyperhydrated 
brand contact area.  A trace of pixel amplitudes across thee of 
the arms on the ‘+’ shaped burn is plotted in the bottom right 
of Fig 7 where each color corresponds to cut trajectory in the 
image of the bottom right of Fig 7.  Each trace has been given 
a different offset for clarity.  All three cuts display a dip in 
reflectivity on either side of the peak. 


Burn wound pathophysiology is divided into three 
concentric regions: the zones of coagulation, stasis, and 
hyperemia [30].  The zone of coagulation (hyperperfused) is at 
the center of the burn and contains irreversibly damaged cells, 
denatured protein, and edema. The zone of stasis surrounds the 
zone of coagulation and contains hypoperfused tissue. The 
zone of hyperemia forms the outer ring and is characterized by 
edematous, hyperperfused tissues.  Ancillary with the 


appearance of these three zones are large fluid shifts both 
locally and systemically. Investigations into these fluid shifts 
have concluded that local water concentration can increase by 
as much as 80% within 10 minutes of injury, and that this 
response is proportional to the depth of injury [31, 32]. 


   


  
Fig 8: THz in vivo burn images.  (Top Left) Rat abdomen prior to application 
of heated brand.  (Top Right) rat abdomen 10 min post burn.  (Bottom Left) 
>1 hour post burn, (Bottom Left) burn injury after > 7 hours.  (Bottom Right) 
Cuts through the image. (color online) 


The poorly reflecting boundary around the burn injury is 
hypoperfused skin its estimated extent is highlighted with light 
red regions in the plot on the bottom left of Fig 7.  Given the 
location of these dips they are believed to be the zone of stasis.  
To our knowledge, this represents the first time that the zone of 
stasis has been imaged with any imaging modality. 


The results of experiment 2 are displayed in Fig 8 using the 
exact same drug and burn protocol as experiment 1.  The 
unburned image bears significant resemblance to experiment 1 
with slightly higher peak reflectivity but nearly identical 
average reflectivity.  The THz image immediately following 
the burn (top right of Fig 8) however displays a marked 
difference in hydration/reflectivity profile.  There are areas of 
slightly increased profusion but the dominant factor is the low 
reflecting (hypoperfused) tissue in the brand contact area.  This 
is the opposite effect observed in experiment 1 but similar to ex 
vivo results reported in the literature [6].  At 7 hours, 3 of the 
'+' brand arms have returned to normal reflectivity suggesting 
the lack of a coagulation zone.  However, there are deep, thick 
hypoperfused rings around each burn suggesting a very 
pronounced zone of stasis. 


Cuts through three of the '+' burn arms are displayed in the 
bottom right of Fig 8 and confirm the lack of response from the 
zone of coagulation as well as the large dips in THz reflectivity 
corresponding to the zone of stasis.  Although the burn 
protocol was exactly the same between the rats and the visible 
image of the burns was similar, the THz reflectivity of the 







zones of coagulation and zone of stasis from these 2 
experiments was markedly different.  A histology protocol is 
currently underway to explore the possible influence of 
physiological variation and other factors to the THz image. 


CONCLUSIONS 


A reflective THz medical imaging system operating at 525 
GHz with 125 GHz of 3 dB bandwidth was presented.  The 
system uses a radar inspired receiver architecture to generate 
reflectivity maps of physiological tissue based on gradients in 
water concentration.  The center frequency of 525 GHz has 
been determined theoretically and experimentally to be a 
sufficient tradeoff between spatial resolution and intrinsic 
hydration sensitivity. 


Two promising medical imaging applications of THz were 
presented: corneal hydration sensing, and burn wound imaging.  
An image set of an ex vivo porcine cornea under drying was 
presented suggests that water is the dominant contrast 
mechanism in THz corneal imaging.  Additionally, the intrinsic 
hydration sensitivity of THz imaging to cornea was computed 
using spectroscopic measurements and fit to a model 
employing double debye theory and Bruggeman mixing theory 
thus confirming water as the dominant contrast mechanism. 


Imagery of in vivo burns obtained on rat models were 
presented for 2 specimens.  The first experiment displayed 
significant edema in zone of coagulation while second 
experiment showed almost a complete lack of edema.  clear 
zones of stasis were observed in both experiments however the 
zones were much more pronounced in experiment 2. 
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Abstract- A W-band power amplifier implemented in an 


industrial 65-nm CMOS process taking into account reliability 
issues at high output power level is presented in this paper. On-


chip power combining is utilized to achieve high output power 
with a low supply voltage. The power amplifier has a single-ended 
input and a balanced output suitable for differential antenna feed. 


The measured single-ended output power is +11.5-dBm which 
results in +14.5-dBm differentially.  The amplifier is ESD-
protected and its silicon area is 0.42 mm2 only. 


I. INTRODUCTION 


Several applications utilize the millimeter-wave frequency 


range (30-300 GHz) since it provides unique characteristics for 


radio systems [1]. Wide bandwidths are available for 


telecommunication and commercial local area networks 


providing gigabit per second data rates. Radar- and imaging 


systems also benefit from high operating frequency as the 


resolution increases with frequency. Many of these 


applications require high level of integration, low cost, and 


high performance integrated circuits – properties that the 


rapidly scaled CMOS technology can offer. Scaling the 


channel length has improved the speed of the transistors 


significantly, thus enabling mm-wave operation. However, 


there still are several challenges left for the IC-designer, when 


designing circuits at these frequencies. The semi-conductive 


silicon substrate increases the losses of the passives and the 


voltage swings are limited by the low breakdown voltage of the 


silicon MOSFET. 


The high voltage- and current swings of the power 


amplifiers (PAs) can have a negative effect on reliability. To 


guarantee reliable operation, the drain-source voltage swing 


should not exceed the nominal supply voltage by more than 


10%. This is easily violated in a traditional class-A common-


source amplifier (CS), where the voltage swings can be twice 


the supply. The PA presented in this work utilizes a common-


gate (CG) transistor in cascode configuration to share the 


supply voltage with the CS-stage. This guarantees that the 


voltage swings remain within the safety limits even under 


extreme operation conditions. 


This paper presents a compact sized, ESD-protected, 


W-band (75-110 GHz) CMOS PA implemented in a 65-nm 


low power (LP) CMOS process taking into account the 


industrial requirements. The PA has four parallel unit 


amplifiers with single-ended input and balanced output. 


Section II describes the amplifier design and the passive 


components used in the PA. Measurements results are shown 


in section III. 


II. AMPLIFIER DESIGN 


   Since reliability issues limit the maximum voltage swings 


in the transistor, current must be increased to obtain higher 


output power. The size of the power device is also restricted at 


mm-wave frequencies as the device- and contact parasitics start 


to limit the performance of MOSFETs. One solution to obtain 


higher current swings is to use several unit amplifiers and 


on-chip power combiners. Fig. 1 shows the simplified 


schematic of the PA. It consists of four unit PAs, which each 


utilize three balanced cascode stages. Microstrip-line based 


current-mode power dividers and combiners are used at the 


input and at the output. Matching and single-ended to 


differential conversion is performed with integrated 


transformers. 


 


 


Fig. 1. Simplified schematic of the PA. 


 


A. Active device selection 


The unit amplifiers are based on cascode topology for higher 


gain, isolation, and stability.  Moreover, the supply voltage is 


now shared between the stacked common-source and common-


gate transistors, reducing the voltage stress and therefore 


ensuring reliability. This guarantees that the drain-source 


voltage of each device stays below the maximum rating     


(VDS-RMS~1.1xVDD-nom.), even under large signal operation. 







The unit PAs consists of three stages, which utilize 


differential cascode pairs. Each transistor is sized at minimum 


gate length (60 nm) and consists of four parallel devices that 


have 22, 24, and 28 fingers in the CS transistors, and 26, 28, 


and 32 fingers in the CG transistors in stages 1, 2, and 3, 


respectively. The unitary finger width is set to 0.9 µm for 


maximum fmax.  


 


B.  Transformers 


The utilized CMOS process provides two thick copper layers 


that are suitable for implementing a stacked conductor 


transformer. This type of vertical structure yields tight 


coupling between the primary and secondary coils as well as 


compact size. The required inductance values are small at mm-


wave frequencies and, typically, a single-turn transformer is 


sufficient.  


Transformers are used mainly for matching purposes and 


single-ended to differential conversion, however, they are also 


suitable for DC-biasing through the center taps and DC-


decoupling between amplifier stages. This removes the need 


for decoupling capacitors, which typically have high loss and 


modeling uncertainties at mm-wave frequencies. The input and 


output of the PA are inherently ESD-protected, as the winding 


connected to the pad is grounded at the other end and it 


therefore provides a low resistance path for ESD-currents.  


Performance is validated with EM-simulations, which can 


also capture parasitic capacitances that result from dummy 


metal fillings. The inductance of the windings is controlled 


mainly by the inner diameter that ranges from 15 to 30 µm. 


The minimum trace width is set according to the 


electromigration design rules for DC-current, since the biasing 


current of the amplifier stages flows through the transformer 


windings. The diameter and trace width of the primary and 


secondary winding can be varied to provide desired 


impedances for the input and output matching networks of the 


transistors. This is especially useful in a PA, in which the 


driver stages are often designed to be smaller than the power 


stage to enhance the power added efficiency (PAE). 


 


C.  Power combiners and interconnects 


Interconnects must be accurately modeled at mm-wave 


frequencies and, especially, the substrate effects should be 


considered carefully. The use of microstrip line topology is 


beneficial since it allows complete substrate shielding and, thus, 


fast and accurate EM-simulation. Top metals are used for the 


signal line and the ground plane is at metal 2-layer. The trace 


width varies from 4 µm to 8 µm and, again, the minimum trace 


width is set by the electromigration design rules for DC-current. 


When matching is performed with transformers, the inductive 


quality factor of a transmission line is not the main design 


parameter. This is in contrast to transmission line-based 


matching schemes, where a high line inductance is desired. 


The on-chip power division and power combining can be 


implemented with a simple microstrip divider tree. This 


approach does not provide as high isolation between the output 


ports as the Wilkinson-topology, but its implementation is 


straightforward and it consumes less silicon area. Additionally, 


the transformers provide inherent power division, when used as 


a single-ended to differential converter. Fig. 2 shows a power 


division method using microstrip divider and transformers. 


 


 


Fig. 2. Simplified layout of a microstrip divider and transformers that 
perform matching and single-ended to differential conversion. 


 


III. MEASUREMENT RESULTS 


The measurements were performed with 1.2 V supply in 


single-ended configuration since balanced RF-probes were not 


available at this high frequency. The measured and simulated 


S-parameters are in good agreement with each other and the 


results are shown in Figs. 3 and 4. The gain is 10 dB at 90 GHz 


and the 3-dB bandwidth spans over 20 GHz. 


The PA is unconditionally stable at the operation frequency, 


however, some low-frequency oscillations were observed 


during the measurements. It is expected that the oscillations 


result from the DC-biasing cables and that they can be 


attenuated by bonding the chip to a printed circuit board that 


allows  placement of external capacitors and resistors close to 


the DC-pads. In simulations oscillations were not observed, as 


each stage was separately designed to be unconditionally stable 


over the entire frequency range. 


 


 


Fig. 3. Measured (▬) and simulated (- - -) S21-parameter and 
measured stability factor of the PA with a 1.2 V supply. 







 


Fig. 4. Measured (▬) and simulated (- - -) input and output reflection 
coefficients with a 1.2 V supply 


The output power was measured from both output ports in 


single-ended configuration since balanced RF probes, which 


can operate at the desired frequency, were not available. The 


measured maximum output power was +11.5 dBm, which 


should give +14.5 dBm of differential output power. Fig. 5 


shows the AM/AM-characteristics of the PA and Fig. 6 shows 


the maximum differential output power over frequency. The 


latter was obtained by adding 3 dB to the single-ended result. 


 


 
Fig. 5. Measured (single-ended) gain and output power of the PA  
with 1.2 V supply. 


 


 
Fig.6. Measured differential maximum output power of the PA with   
1.2 V supply. 


 


Table I collects the measured performance characteristics 


and compares them to recently published CMOS amplifiers 


operating at W-band. The presented performance is achieved, 


while taking into account the industrial requirements for 


reliability and manufacturability. Miniature chip-size is 


obtained with extensive use of on-chip transformers.  The chip 


micrograph is shown in Fig. 7, from which the four unit PAs 


can easily be identified. 


 
TABLE I  


PUBLISHED W-BAND CMOS PAS 


 
This 


Work 
[2] [3]  [4] [5] 


Technology 
65nm 


CMOS 


65nm 


CMOS 


90nm 


CMOS 


90nm 


CMOS 


90nm 


CMOS 


Topology 
Cascode 


4-way 
CS Cascode Cascode CS 


Supply [V] 1.2 1.2 3 3 1 


Freq. [GHz] 90 100 94 80 80 


Psat [dBm] +14.5 +10 +12 +11.8 +10.3 


OCP1dB [dBm] 8 6 8 9.3 7.5 


PAE [%] 4 7.3 5.2 6 4.5 


Gain [dB] 10 13 15 18 12.2 


3dB BW 


[GHz] 
20 21 17 15 19b 


Area [mm²] 0.42a 0.33 0.4 0.656 0.56 


Psat/area 


[mW/mm2] 
67 30 40 23 19 


                       a Active area 0.17mm²                 b 1dB bandwidth 


 


 
 


Fig 7. Chip micrograph of the power amplifier. The size, including 
RF- and DC-pads, is 0.42 mm2. 
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Abstract- This paper presents a broadband low-noise amplifier 


MMIC in D-band (110-170 GHz), manufactured with the 
Fraunhofer IAF 35 nm metamorphic high electron mobility 
transistor (mHEMT) technology. The chip size is 1.0 × 2.0 mm2 
and it was packaged into a split-block module with integrated 
DC-control. Small-signal gain, noise figure and linearity were 
measured and the reported results demonstrate state of the art 
values of over 20 dB gain in a 50 GHz bandwidth, noise figure of 
below 4 dB and a 1-dB compression point of -22 dBm input power. 


 


I. INTRODUCTION 


Low-noise amplifiers (LNAs) are typically the crucial first 
stage in receivers for data-links, spectroscopy or millimeter-
wave imaging. Since the noise figure (NF) of the LNA adds 
directly to the system NF according to Friis formula, its 
low-noise performance is essential for a well-engineered 
receiver of any kind [1]. Simultaneously, LNAs need to 
provide sufficient small-signal gain to minimize the impact of 
noise contributions of the subsequent stages. Two LNAs 
satisfying these basic specifications were previously reported 
in [2]. 


The increasing demand of consistently increasing data-rates 
in high-speed communication and of sensitivity and resolution 
in imaging systems requires furthermore very broadband 
designs. The presented LNA covers the entire D-band, 
providing high absolute bandwidth and including the 
atmospheric window around 140 GHz which is significant for 
wireless communication and imaging. The coverage of the 
118 GHz oxygen line makes this LNA also applicable for 
spectroscopy.  


 


II. TECHNOLOGY 


For high frequency and ultra low noise applications the 
mHEMT based on InGaAs/InAlAs heterostructures with high 
In-content in the electron transport channel is the most 
appropriate device. These heterostructures can either be grown 
directly on InP substrates or by using a metamorphic buffer to 
adapt the lattice constant on GaAs wafers. The latter option 
allows to process highly integrated ultra low noise circuits on 
cost-efficient GaAs wafers. Fraunhofer IAF features a 
mHEMT technology with different gate lengths. The mHEMT 
layers are grown on 4˝ semi-insulating GaAs wafers by 
molecular beam epitaxy (MBE). To suppress parasitic substrate 


modes the technology offers a backside process, where the 
wafers are thinned down to a final thickness of 50 µm. 
Subsequently, through-substrate vias with 20 µm contact 
diameter to the front side are processed by dry etching and 
finally, the wafer backside is gold plated. 


The presented LNA was designed and processed using 
transistors with 35 nm gate length. This technology exhibits a 
channel mobility and a channel electron density as high as 
9800 cm2/Vs and 6.1×1012 cm-2, respectively. The maximum 
extrinsic transconductance gm, max is 2500 mS/mm and a transit 
frequency fT of over 500 GHz was achieved [3]. 


 
 


III. LOW-NOISE AMPLIFIER DESIGN 


The low-noise amplifier has been designed using grounded 
coplanar waveguide (GCPW) topology. All transistors in the 
four-stage design are in common source configuration with a 
gate width of 2 × 15 µm, each. Inductive source degeneration 
with symmetric source transmission lines was used to increase 
stability and improve noise behavior [4]. Furthermore, the IAF 
technology allows to integrate NiCr thin film resistors and 
metal-insulator-metal (MIM) capacitors for RF-decoupling. 
Fig. 1 shows the schematic of the LNA. Matching networks 
consisting of shunt stubs with different line impedances and 
series capacitors were used to adapt to the input- and output 
impedances of the transistors. Although no special broadband 
design techniques were used, the focus of the circuit design 
was to achieve a broadband gain characteristic rather than ultra 
low noise performance. The processed microwave monolithic 
integrated circuit (MMIC) has a die size of 2 × 1 mm2 as can 
be seen in Fig. 2. 
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Figure 1. Schematic diagram of the four-stage LNA with symmetric source 
feedback and the RF-block and DC supply network with on-chip capacitors 


and resistors.  







 
 


Figure 2. Chip photograph of the processed D-band LNA MMIC (2 × 1 mm2) 
with grounded coplanar waveguide transmission lines and large on-chip 


capacitors. 
 
 


IV. SIMULATIONS AND ON-CHIP MEASUREMENTS 


The LNA design was simulated in ADS, using IAFs 
proprietary libraries, including models of passive and active 
devices based on extractions from measurements up to 
110 GHz. The transistor model features noise parameter 
prediction and is bias dependant [5]. 


The simulation results of the S-parameters and the noise 
figure are shown in Fig. 3 (solid lines) and compared to on-
chip S-parameter measurements (dashed lines). The applied 
gate voltage was -0.1 V and the drain voltage was 0.8 V, 
yielding a drain current density of 430 mA/mm. This results in 
a total DC power consumption of 41.3 mW. The simulation 
shows a very flat gain of around 23 dB over the entire D-band, 
whereas the measurement result exhibits a slowly decreasing 
gradient from about 26 dB at 110 GHz to 16 dB at 170 GHz. 
This inconsistency might be due to the limitation of the 
modeling data up to 110 GHz. Also, the input and output return 
losses show some discrepancy between simulation and 
measurement. However a good matching of below -10 dB was 
achieved over the bigger part of the D-band.  
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Figure 3.  Simulated S-parameters and noise figure (solid lines) and on-chip 


measured S-parameters (dashed lines) of the D-band LNA MMIC.  
 


 
 


V. PACKAGING AND MODULE-MEASUREMENTS 


The MMIC was packaged into a waveguide module with an 
integrated programmable DC-control board. Fig. 4 shows the 
MMIC mounted into the open split block package. One can see 
the waveguide transitions as well as the transitions from 
grounded coplanar to microstrip lines at the signal ports of the 
LNA. The DC-pads of the MMIC are wire bonded to DC-lines 
which are connected by electrical feedthrus to the DC-control 
board on the backside which can be seen in Fig. 5. Note that 
the chip layout allows the first two transistor stages and the 
subsequent two stages to have separate DC-supplies. While all 
four transistors are operated with the same gate voltage in the 
module, the DC-control board allows to allocate different drain 
voltages for the first two (drain1) and the subsequent two 
(drain2) stages. This permits to fine-tune the LNA for optimum 
gain-to-noise-ratio. 


 


 
 


Figure 4. Photograph of LNA MMIC mounted into open split-block package 
with waveguide transitions and bonded to DC-pads which are connected by 


electrical feedthrus to the DC-control board on the backside. 
 
For the presented S-Parameter measurements of the module, 


drain1 was set to 0.8 V and drain2 to 1.0 V, while the gate 
voltage was set to -0.1 V. The voltage control is performed 
within the module which itself is only connected to a 5 V 
voltage supply which can be seen in Fig.5. The result of the 
measurements is shown in Fig. 6. 


 


 
 


Figure 5. LNA module with integrated DC-control circuitry, connected to a 
5 V DC-supply and waveguide measurement setup.  


 
The LNA module exhibits a small-signal gain (S21) of over 


20 dB in a frequency range of 50 GHz and covers the entire 
D-band with a linear gain of more than 15 dB. Input- and 
output return losses (S11 and S22) of the LNA are better 







than -5 dB in the entire band. The gradient in gain can be 
observed again and is identical to the on-chip measurement. 
Losses due to the packaging and the waveguide transitions are 
compensated by the modified operating voltages. 


Noise figure measurements were performed with a 
recalibrated noise diode. The setup allowed measurements in 
the frequency range from 113 to 150 GHz, where the LNA 
module achieves a state of the art noise figure of below 5 dB 
and even below 4 dB between 115 and 135 GHz (Fig. 6).  
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Figure 6. Measured S-parameters and noise figure of the packaged LNA 


MMIC. 
 
Even though LNAs are not designed to handle high power 


levels, their compression and intermodulation performances 
must be adequate to provide enough dynamic range for e.g. 
imaging applications. Therefore, it is important to know large 
signal characteristics when dimensioning receiver systems or 
calculating power budgets. Linearity measurements were 
performed at the center frequency of 140 GHz. Fig. 7 shows 
the measured output power and the calculated gain for input 
power from -25 dBm to -11 dBm. The 1-dB compression point 
is located at -22 dBm input power, which is a typical value for 
InGaAs low-noise amplifier circuits. 
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Figure 7. Measured output power and gain of the D-band LNA module. 


 


VI. CONCLUSIONS 


A broadband low-noise D-band amplifier was designed, 
simulated and processed with our in-house 35nm mHEMT 
technology. Simulations and on-chip measurements were 
compared and the packaging into a split-block module 
described. The LNA module was then extensively 
characterized, demonstrating excellent gain and noise 
performance over a large bandwidth. Compared to other 
published work on LNAs in various technologies, this work 
achieves some outstanding figures of merit (FOM). Fig. 8 
shows the gain-bandwidth product of several published LNAs 
at their center frequencies. Since this figure presents the 
absolute bandwidth, similar FOM as in this work were 
achieved at higher frequencies. 
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Figure 8. Product of gain and bandwidth of various LNAs as a figure of merit 
at their center frequency. Several state of the art results are shown, realized in 


different semiconductor technologies. 
 


Fig. 9 shows the published noise figures of LNAs in several 
semiconductor technologies. Note that accurate noise figure 
measurements at these frequencies are challenging and not all 
published work can present their noise figures. Also, most of 
the noise figures in Fig. 9 were measured on chip, neglecting 
the degradation associated with waveguide packaging. As in 
Fig. 8 the advantage of InP and mHEMT technology for low 
noise and high gain application becomes evident. 


50 100 150 200 250
0


2


4


6


8


10


12


 


 


 CMOS
 InP / mHEMT
 SiGe HBT
 IAF mHEMT
 This work


N
oi


se
 F


ig
ur


e 
[d


B]


Frequency [GHz]
 


Figure 9. Noise figure of state of the art published LNAs in different 
semiconductor technologies. 
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Abstract-Six low noise amplifiers (LNAs) for three frequency 
ranges are presented. The amplifier circuits have been 
manufactured using a 100-nm gate length metamorphic high 
electron mobility transistor technology. Measured on-wafer 
performance shows 19-27 dB of gain and lowest noise figure 
values of 4 dB.  


I. INTRODUCTION 


The advances in semiconductor technologies for millimeter-
wave monolithic integrated circuits (MMICs) have made use 
low noise amplifier possible for higher frequency, namely up 
to 500 GHz [1]. For spaceborne radiometry above 140 GHz 
two main benefits of low noise amplifiers can be foreseen. 
First benefit is low-noise pre-amplification in front of 
currently used radiometers based on Schottky mixers 
improving receiver sensitivity. Secondly, low noise amplifiers 
enable the use of direct-detection radiometers. 


II. FABRICATION TECHNOLOGY  


The manufacturing of low noise millimetre-wave integrated 
circuits has traditionally relied to use of high electron mobility 
transistors (HEMT) implemented with gallium arsenide (GaAs) 
or indium phosphide (InP). The best results have been 
achieved with InP technology. However, there are some 
drawbacks with the InP technology. These include higher 
manufacturing cost, lower breakdown voltage, more fragile 
structure, and device reliability when comparing to GaAs 
technology. To overcome some of these drawbacks, the 
possibility to process InP channel devices on the GaAs carrier 
wafer have been introduced in pseudomorphic (PHEMT) and 
metamorphic (MHEMT) technologies. In MHEMT 
technology, the metamorphic buffer layer is grown on the 
GaAs substrate, to enable the growth of the channel layer 
having 30-80 % indium content. This leads to cost reduction 
and manufacturability improvement over pure InP technology. 
The process can also be optimised for the intended purpose by 
controlling the indium content. The higher indium content 
provides more gain and less noise, whereas lower indium 


content is more suitable for applications requiring higher 
breakdown voltage [2]. 


The manufacturing process used in this work is the 100-nm 
GaAs based MHEMT technology of the Fraunhofer IAF, 
Freiburg, Germany. The process is suitable for coplanar 
waveguide (CPW) designs. The process features NiCr thin 
film resistors, metal-insulator-metal (MIM) capacitors and 
backside metallization. Unwanted substrate modes are 
suppressed using ground via holes through the GaAs substrate. 
As a result of extensive modelling work the Fraunhofer IAF 
provided reliable models for CPW components and transistors 
[3]. On-wafer G-band measurements of the test devices for the 
models suffered from serious systematic experimental errors, 
which were observed at the IAF as well as at Millilab. This 
phenomenon was attributed to an interference of the probe-tips 
with the neighboring on-wafer circuitry and is presently under 
detailed investigation. It impeded the extension of the model 
data base to G-band frequencies. Unfortunately, some 
parasitic and distributed effects become visible only at 
frequency above 100 GHz and lead to an unpredicted shift of 
up to 10 GHz to lower frequencies in the realized MMICs. 


III. DESIGNS AND MEASURED PERFORMANCE 


Six low noise amplifiers were designed. LNA1 and LNA2 
were targeted to narrowband operation at 165 ± 2 GHz, LNA3, 
LNA4, and LNA5 for a wide frequency range over 
183 ± 10 GHz, and LNA6 for narrowband operation at 
229 ± 2 GHz. Design goal was 20 dB of gain with -10 dB 
input and output match while achieving low noise 
performance. 


All designs use coplanar waveguide (CPW) topology. 
Transistors with gate widths of 2x10 µm and 2x15 µm were 
chosen for the LNAs. Larger transistor was used for 165 GHz 
and smaller transistor for the two higher frequency ranges. 
Transistors achieve peak transconductance with 400 mA/mm 
drain current density and ft is around 220 GHz. Availability of 
noise model enabled noise optimised designs. 







 
Figure 1. Schematics for baseline LNA design. 


 


 
Figure 2. Micrograph of LNA1. Chip size is 2.0 x 1.0 mm2. 


-30


-25


-20


-15


-10


-5


0


5


10


15


20


25


30


140 145 150 155 160 165 170 175 180 185 190 195 200


Frequency (GHz)


S i
j &


 F
 (d


B
)


S11 meas S21 meas


S22 meas F meas


S11 sim S21 sim


S22 sim F sim


 
Figure 3. Measured (solid) and simulated (dashed) performance of LNA1. 


 
Figure 4. Micrograph of LNA2. Chip size is 2.0 x 1.0 mm2. 
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Figure 5. Measured (solid) and simulated (dashed) performance of LNA2.’ 


 
Schematics for a baseline LNA design is presented in Fig. 1. 


Matching networks are realised with conventional reactive 
matching networks, consisting of series transmission lines, 
series capacitors, and RF-short circuited shunt stubs. RF-short 
is realised using appropriately valued CPW-capacitor, 
typically 200-400 fF. Shunt stubs are used also for biasing. 
Low frequency stability is improved by small valued resistor 
and large MIM-capacitor following the RF-shorting capacitor 
on bias lines. Stability is further improved by using inductive 
source feedback. 


A. LNA1 


LNA1 is a 4-stage design using 2x15 µm transistors. 
Wideband approach to design was selected to mitigate 
possible frequency shifts. Micrograph of the circuits is shown 
in Fig. 2. The stages are biased below peak transconductance 
current density to improve stability. Second RF-shorting 


capacitor is added between series resistor and MIM-capacitor. 
Otherwise, design follows the baseline.  


Comparison of measured and simulated S-parameters and 
noise figure is presented in Fig. 3. The measured gain and 
noise figure are 15.5 dB and 5.9 dB at 165 GHz, respectively. 
The best gain and noise performance is achieved around 140 
GHz, where gain of 19.8 dB and noise figure of 5.0 dB are 
reached. The input and output matches are better than -10 dB 
over 136-174 GHz and 132-174 GHz, respectively.  


B. LNA2 
LNA2 is a narrowband 4-stage design using 2x15 µm 


transistors. The design was targeted for 165 GHz center 
frequency. Micrograph of LNA2 is shown in Fig. 4. The 
stages are biased below peak transconductance current density 
to improve stability. Design follows the baseline with an 
additional open ended stub that is added on output matching 
network to obtain wider bandwidth for matching. 







 
Figure 6. Micrograph of LNA3. Chip size is 2.5x 1.0 mm2 
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Figure 7. Measured (solid) and simulated (dashed) performance of LNA3. 


 
Figure 8. Micrograph of LNA4. Chip size is 2.5x 1.0 mm2 
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Figure 9. Measured (solid) and simulated (dashed) performance of LNA4. 
 


Comparison of measured and simulated S-parameters and 
noise figure is presented in Fig. 5. The peak gain of 20.5 dB is 
achieved at 153 GHz and minimum noise of 4.3 dB at 156 
GHz. The input and output matches are worse than simulated. 
The output match is better than -5 dB over 140-200 GHz and 
the input match reaches -10 dB level almost over 152-174 
GHz. 


C. LNA3 
LNA3 is a wideband 4-stage design using 2x10 µm 


transistor. The stages are biased to peak transconductance 
current density. Realisation follows the baseline design. 
Micrograph of LNA3 is shown in Fig. 6. 


 The comparison of measured and simulated S-parameters 
and noise figure is presented in Fig. 7. The peak gain of 20 dB 
is achieved at 163 GHz and minimum noise of 5.3 dB at 172 
GHz. The output match is better than -10 dB over 140-202 
GHz and the input match is better than -10 dB level almost 
over 166-187 GHz. 


D. LNA4 
LNA4 is a wideband 5-stage design using transistors sizes 


in between 2x10 µm and 2x12 µm. Micrograph of LNA4 is 
shown  in  Fig.  8.  Stages  1  and  2  are  biased  below  peak  
transconductance current density, while stages 3, 4 and 5 are 
biased to peak transconductance current density. Main 
difference to design baseline is an additional 5th stage, which 
gives margin for gain per stage requirement. Also, open ended 
shunt stubs are added to input and output matching networks. 


Comparison of simulated small-signal and noise 
performance is presented in Fig. 9. The best operation is 
achieved around 150 GHz, where gain of 20.2 dB and noise 


figure of 5.0 dB are measured. At 183 GHz are obtained 14.9 
dB gain and 7.5 dB noise figure. Input and output matches 
remain below -10 dB over 148-184 GHz and 151-196 GHz, 
respectively. 


E. LNA5 
LNA5 is a five stage amplifier using 2x10µm transistors. 


Micrograph of the design is shown in Fig. 10. First three 
stages are biased below peak transconductance current density 
for better noise performance. Fourth and fifth stages are biased 
for peak transconductance current density. Additional fifth 
stage is added to the baseline design and capacitively loaded 
T-junctions are used in matching networks. 


Comparison of measured and simulated S-parameters and 
noise figure at this bias point is presented in Fig. 11. This 
leads to gain peaking at 157 GHz where gain is reaching 29.0 
dB. Also, input and output match are poor here and only 
conditional stability is achieved. Otherwise, the output match 
is better than -10 dB over 163-184 GHz and the input match 
reaches -10 dB over 180-187 GHz. Noise curve has quite nice 
and flat shape and values below 6 dB are reached between 
166-173 GHz.  


F. LNA6 
LNA6 is a four stages design using 2x10 µm transistors. 


Micrograph of the design is shown in Fig. 12. All stages are 
biased to peak transconductance bias point and design follows 
the baseline design. 







 
Figure 10. Micrograph of LNA5. Chip size is 2.0 x  1.0 mm2 
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Figure 11. Measured (solid) and simulated (dashed) performance of LNA5. 


 
Figure 12. Micrograph of LNA6. Chip size is 2.0 x 1.0 mm2 
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Figure 13. Measured (solid) and simulated (dashed) performance of LNA6. 


 
TABLE I 


MEASURED ON-WAFER PERFORMANCE OF THE DESIGNED AMPLIFIERS 
Circuit -3 dB Gain band 


(GHz) 
Peak gain  


(dB) 
< -10 dB Input match 


(GHz) 
< -10 dB Output match 


(GHz) 
Noise figure 


(dB) 
Power consumption 


(mW) 
LNA1 140-159 19.2 140-173 142-173 3.9-5.9 40 
LNA2 149-160 20.6 152-161 N.A. 4.3-6.3 40 
LNA3 158-166 19.9 165-188 140-179 5.4-6.8 35 
LNA4 143-167 20.7 180-186 163-184 4.4-5.9 40 
LNA5 157-161 27.4 171-174 163-184 8.2-9.5 37 
LNA6 199-207 20.2 200-201 199-201 5.4-7.1 32 


 
Comparison of measured and simulated S-parameters and 


noise figure at this bias point is presented in Fig. 13. Peak gain 
of 20 dB and minimum noise figure of 5.5 dB are achieved at 
205 GHz. The input is very close to 0 dB at 183 GHz and 
reaches -10 dB on a narrow band around 201 GHz. The output 
match reaches also -10 dB on a narrow band near 200 GHz. 


IV. CONCLUSIONS 


Summary of measured performance is presented in Table I. 
Frequency shift in gain response was observed for all 
amplifier designs. Further investigations showed that the 
frequency shift could be attributed to the incomplete 
descriptions of the source line connection parasitics and a 
distributed effect in the parallel capacitors. 


Gain values of 20 dB and noise figure values of 4-5 dB 
were achieved for the amplifiers, with one exception related to 
unstable operation. With the results from the first run 
amplifiers could be re-designed to obtain better performance 
over the targeted bands. 
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Abstract-This paper introduces Low Temperature Co-
Fired Ceramics (LTCC) technology platform. LTCC 
platform is also well suited for the realization of antenna 
arrays, filters and modules from RF to millimeter wave 
frequencies. Examples of realized components and 
modules are presented in the paper. 
 
 


I. INTRODUCTION 


 
Most of consumer related radio applications are in the range 


from few hundreds of MHz to 6 GHz currently. However, 
trends in last years have been towards higher frequencies. 
Automotive radars are already used in microwave region at 24 
GHz and products are also available around 77 GHz. Also, 
demand for higher data rate transmission (several G/bits per 
second) systems has pushed telecommunication systems 
similarly for millimeter wave frequencies, where wider 
bandwidths are available. As an example, short range high 
data rate communication standards have been defined for V-
band (50-75 GHz) applications around 60 GHz. The first 
products are already available for this application, for example, 
from SiBeam while several other companies are in the product 
development phase.  


There has been lots of development work on the integrated 
circuit technologies. Foundries have developed fabrication 
processes towards nanoscale lithohgraphy and with improved 
performance. Foundry processes have advanced both on non-
silicon ( InP and GaAs) and silicon based (SiGe and CMOS) 
processes. The first ones are more suitable for performance 
driven rather low volume applications while the last ones are 
used more in consumer electronics products. Behind of this 
development are large investments. On the other hand, 
transitions from performance driven professional, 
infrastructure and space applications towards consumer 
applications have pushed module techniques towards low cost 
techniques. LTCC has been widely used in the RF front-end 
modules portable devices like mobile phones e.g. [1]. In last 
years, LTCC has also been applied successfully to microwave 
and millimeter wave modules.  


The system-in-package LTCC platform is a true three 
dimensional module technology. LTCC is a lightweight multi-
layer technology having typically 6-20 ceramic layers and 
metallizations between. The metallization levels i.e different 
metal layers can be patterned and connected together with 


metal vias. Passive devices can also be fabricated on LTCC 
while active devices and other chips are connected with flip-
chip, wire bonding or soldering. In addition to passives 
directly fabricated to LTCC, several different technologies/ 
chips can be hybrid integrated to the same module. LTCC 
platform is also well suited for the realization of antenna 
arrays for microwave and millimeter wave applications. 
Potential applications are ranging from short range 
communications to space and radars. VTT has designed, 
fabricated and characterized microwave and millimeter wave 
packages for Radio Frequency (RF) Micro Electro Mechanical 
Systems (MEMS) as well as active devices. Also, several 
types of system-in-package modules have been realized 
containing hybrid integrated CMOS and GaAs MMICs and 
antenna arrays. In this paper, we present a typical LTCC 
technology available at VTT, its processing as well as realized 
components and modules from RF to millimeter wave 
frequencies. 
 


II. LTCC TECHNOLOGY 


Low temperature co-fired ceramic technology combines 
many thin layers of ceramic and conductors. It has often used 
as 3D wiring circuit board, using rather low permittivity (εr = 
4–9) dielectric compositions. It also allows mixing of passive 
microwave components, such as transmission lines, filters, 
antennas, inductors, capacitors, phase shifters and dividers. 
The realisation of integrated capacitors requires higher 
permittivity. Commercial LTCC materials with the relative 
permittivity >100 are available. The low sintering temperature 
(<900 °C) allows the use of highly conductive metals, such as 
Ag or Au as conductors. There are more and more 
applications at millimetre waves, which require the 
development of low-loss dielectric compositions. Other 
important parameters to consider include thermal expansion of 
coefficient (CTE) match with typical semiconductor materials, 
high strength and high thermal conductivity. Typically the 
material properties remain quite constant over a wide 
frequency range. Instead, the millimeter wave performance of 
the LTCC modules is mainly affected by processing issues, 
such as line width variations due to printing steps or shrinkage 
during firing [2]. 


LTCC process is started by preparing slurry which is a 
mixture of ceramic powder, glass, binders and solvents. This 
slurry is cast with a doctor blade method to form a tape with a 







chosen thickness. This tape is typically heat-treated prior to a 
start of the processing. Via holes are realised using mechanical 
punching or lasering method. The holes are filled with 
conductive paste by stencil-printing. The conductors are then 
typically screen-printed. It is also possible to use other 
methods, such as photoimageable pastes or etching. These 
alternatives are, however, limited to either certain material 
systems or to only surface layers. The individual layers are 
then stacked, laminated and fired. The lamination pressure is 
typically 21 MPa (3000 psi), temperature 70-85 °C and 
duration about 10 min. Prior to the lamination, silicone inserts 
are molded into the cavities to keep the shape of the cavities 
during lamination. After the lamination they are carefully 
removed. The firing profile varies significantly between the 
tape systems. Sometimes it has to be optimised for different 
modules, for example if the thickness of the substrate changes 
a lot. After firing the substrate is diced, followed by the 
component assembly. A flow chart is shown in Fig. 1. 


VTT has several commercial material systems available as 
shown in Table 1. VTT’s millimeter wave applications are 
mainly based on Ferro A6-M system. Its relative permittivity 
is 5.74 at 60-70 GHz, and loss tangent 0.0023. The system 
utilizes screen-printed gold (Au) conductors, with the 
conductivity of 2.5 x 107 S/m. Some processing parameters 
have been compared in Table 2 between VTT and typical 
commercial manufacturers.  


At millimeter waves the assembly methods have to be 
considered carefully. Flip-chip interconnections eliminate the 
parasitic inductances caused by bonding wires. If the flip-chip 
process is not feasible in some cases, ribbon bonding can be 
used instead of conventional wire-bonding. VTT’s flip-
chipping process is based on the use of Au stud bumps. The 
diameter of the bumps is about 60 µm and the height about 20 
µm. The attachment of a component is then made with 
thermo-compression method. The bonding force and 
temperature has to be optimized for each component type. The 
fabricated LTCC module is attached onto a printed wiring 
board with reflow process. The size of the BGA balls has to be 
selected by making a compromise between the high-frequency 
properties and reliability [3].  


There are certain issues to consider when designing high-
frequency modules. For example, large metal areas can cause 
excessive warpage during the co-firing process. In practise, 
the metallisation coverage should be <50% for each layer. 
This may decrease the quality factors of components and 
degrade isolation properties. The thermal conductivity of the 
tapes is about 2-4 W/mK which is not necessarily enough if 
high-power components are utilised. Thermal vias or even 
more complicated cooling methods may be required.  


 
 
 
 
 
 


TABLE I. 
MATERIAL OPTIONS AVAILABLE AT VTT. 


 
Tape 


system 
Fired 


thickness 
[µm] 


Permittivity Tand δ 
[%] 


CTE 
[ppm/K] 


Ferro A6-M 96, 196 5.74 0.23 (70 
GHz) 


>8 


DuPont 951 40, 90, 130, 
200 


7.8 0.15 (10 
MHz) 


5.8 


Heraeus 
HL800 


88 6.8 <0.5 (2.5 
GHz) 


5.7 


Heraeus 
HL2000 


89 7.4 0.26 (2.5 
GHz) 


6.1 


Heraeus 
CT800 


- 8.4 0.18 (1 
kHz) 


8.4 


Heraeus 
CT707 


105 6.4 0.46 (2.5 
GHz) 


8.1 


Heraeus 
CT765 


84 65 0.17 (2.5 
GHz) 


9.1 


 
TABLE II. 


COMPARISON OF PROCESSING PARAMETERS BETWEEN 
COMMERCIAL FOUNDRIES AND VTT. 


 
Parameter Typical values with 


commercial 
manufacturer 


VTT’s typical 
values 


Min line width [µm] 150 50 


Tolerances of 
linewidths [µm] 


±20 ±5 


Layer-to-layer 
positioning accuracy 


[µm] 


60 15 


Min diameter of vias 150 100 


Min spaces for vias 300 100 


No. of layers 10-24 4-20 


 







 


 
 


Figure 1. LTCC processing flow chart. 
 


 
 


III. LTCC COMPONENTS 


A. Antennas 
It is beneficial to have antennas as an integrated part of radio 


modules. Total system performance can be improved when the 
loss between an antenna and radio front-end electronics is 
minimized. In addition to that, the system size is smaller when 
radio front-end electronics is connected directly to the antenna 
with hybrid integration methods. Multilayer LTCC technology 
is well suited to compact antennas especially at microwave and 
millimeter wave frequency range. Fabrication accuracy in 
LTCC is good enough to produce micro and millimeter wave 
transmission lines, small dimension antenna apertures and 
other structures. Examples of realized antennas are given in 
this chapter. 


Microstrip or patch antennas are well suited for millimeter- 
wave applications and LTCC processing due to their small size, 
light weight and planar structure. Patch antennas are also very 
well suited to LTCC modules. If an aperture coupled design is 
used then the feed can be on the other side of the substrate and 
patches on the other side as in [4]. Following figure shows an 
example of an aperture coupled antenna array. Performance 
can also be improved if electronic band-gap structures are used 
as in [5]. 


 


 
 


(a) (b) 
 


 
 


(c) 
 


Figure 2. a) Layout of an aperture coupled antenna, b) schematical drawing 
of the layer set-up used in a 60 GHz antenna and c) realized 60 GHz 4x4 


microstrip antenna array feed on LTCC with Wilkinson power dividers [4]. 
 


Antenna beam steering is typically realized with phase 
shifter. However, there are no available commercially off-the-
shell (COTS) phase shifters at millimeter waves. Another 







option is to use switchable antenna elements or sub-arrays and 
control them with single-pole-N-throw (SPNT) switches. VTT 
has worked with both of the concepts. Wideband and low loss 
phase shifters and tuning circuits have been developed based 
on RF MEMS technology for frequencies up to 220 GHz e.g. 
[6,7]. Following figure shows measured phase below 50 GHz 
design while corresponding insertion loss is between 3.1 and 
3.8 dB at 35 GHz. A drawback of such wideband, distributed 
phase shifters is their rather large size. Also, RF MEMS 
technology is not currently mature enough to be used in space 
applications. There is on-going work at VTT to integrate RF 
MEMS phase shifters to antenna modules as well as increase 
the maturity level of VTT’s RF MEMS technology.  
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Figure 3. Measured phase shift for an RF MEMS phase shifter 


developed at VTT while corresponding measured loss is 
between 3.1 and 3.8 dB at 35GHz [6]. 


 
Single-Pole-N-Throw switches are rather small in size at 


millimeter wave frequency range. They are also commercially 
available as COTS components at least up to 94 GHz. VTT has 
designed, realized and characterized 77 GHz switched beam 
antenna. The module consist of a W-band (75-110GHz) WP-10 
waveguide to LTCC microstrip transition, SP4T switch and 
three switchable end-fire antennas as shown in the following 
figure [8].  


 
(a) 


 


(b) 
Figure 4. a) Schematical drawing of a transition from a metal waveguide to 


microstrip line on LTCC. b) Photograp of a fabricated switched beam antenna 
on LTCC having integrated waveguide to LTCC transition and flip-chipped 


single-pole-4-throw switch [8]. 


 


IV. LTCC MODULES 


The use of LTCC technology is the most beneficial when 
integration level is high in modules. Typically, passive 
components, MMIC circuits and antennas can be integrated to 
the same module as well as package them when needed. 
Following figure shows a 3-dimensional layout drawing of a 
60 GHz transmitter module designed at VTT. It shows that 
LTCC modules can have integrated antenna arrays, flip 
chipped or wire/ribbon bonded active millimeter wave circuits, 
surface mount passive devices (SMD) and place for a 
connector if needed. The radiating patch antennas are on the 
other side of the module.  
 


 
Figure 5. 3D-layout drawing of a 60 GHz transmitter module on LTCC 


showing integration capabilities of the LTCC technology. The multi-chip 
module has integrated antennas, flip-chipped MMICs and SMD passives and 


place for a connecter with through module interconnection holes. 
 


VTT’s LTCC platform has been used in the realization of a 
millimeter wave identification (MMID) reader module [9]. The 
schematics of the complete MMID reader module is presented 
in Fig. 6 and photographs of the complete LTCC module are 
presented in Fig. 7. The CMOS components (oscillator, mixer, 







LNA, MPA) are connected to LTCC using flip-chip bonding. 
Interconnections between the components utilise 50-ohm 
microstrip line. Antenna arrays are integrated on the LTCC, as 
well as power splitters and filters. IF output and bias 
connections are routed to PCB using BGA connections on the 
component side of the LTCC. Differential IF is fed to two 
SMA connectors on the carrier substrate, and 15-pin D-
connector is used as a bias connector.  


 


 
(a) 


 
 


(b) 
 


Fig. 6. a) Block diagram of the MMID reader. Shaded components are 
implemented on Silicon, others are integrated to the LTCC. b) Schematic view 


of the reader module based on the LTCC technology. CMOS chips are flip 
chipped to LTCC substrate which also contains antenna arrays, filters, power 
dividers and other passives. The LTCC module is connected to printed circuit 


board (PCB) with ball grid arrays (BGA). [9]. 
 


 
(a) 


 


(b) 


Figure 7. Photographs of the LTCC module. On the component side (a) the 
CMOS components from the left to right are the oscillator, MPA, mixer and 


LNA. Feed line networks of the antenna arrays are seen on upper corners. On 
the other side (b) the antenna arrays are seen. Module measures 24 × 


13 mm2.[9]. 


 


CONCLUSIONS 


LTCC technology platform was introduced and VTT’s 
technology was compared to typical other LTCC providers. 
Examples of LTCC components and modules were shown. 
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Abstract-Radiation losses being significant in millimeter-


waves decrease the accuracy of estimation of low temperature co-
fired  ceramics  (LTCC)  properties  obtained  with  the  aid  of  a  
microstrip resonator. To resolve the problem, it is suggested to 
use stripline resonator, and important design rules that must be 
kept in mind while designing test structures for material 
properties characterization of LTCC in millimeter-waves are 
formulated and experimentally verified. 


I. INTRODUCTION 


Material characterization method that employs the 
measurement of the transmission coefficient of a planar 
resonator is certainly not new to microwave engineers.  
Several sources, including Hoffman [1], discuss the theoretical 
background of this technique in details.  However, practical 
challenges can arise while approaching at necessity to 
characterize low temperature co-fired ceramics (LTCC) 
system in broad millimeter-wave band.  Information in 
Hofmann indicates that on the base of a microstrip resonator 
accurate results can be obtained in rather limited band of 1-18 
GHz.  The higher frequency the stronger radiation occurs.  
The fact leads microwave engineers to use stripline resonators 
for testing in millimeter-waves.  As a result, the test structure 
becomes more complex and the design rules are not that 
obvious as could be seen at first glance.  To anticipate a little, 
the main tradeoff to be solved is to provide the consequence of 
resonances as close as possible and, on other hand, to suppress 
the package modes up to the highest frequency of concern. 


The report is to discuss the main ideas of stripline package 
design for millimeter-wave material characterization of LTCC. 
Experimental verification is also given and discussed. 


II. DESIGN GUIDELINES 


A. General Idea 
The total losses of stripline consist of conductor losses and 


dielectric losses.  The former depends on square root of 
frequency the latter is directly proportional to frequency.  If 
the loss tangent is considered to be frequency independent 
then it is possible to separately extract the loss values having 
the total losses at only two frequency points.  However, 
usually the loss tangent depends slightly on frequency.  In 
order to minimize the effect it is better to shift the first 
resonant frequency of test structure to C-band or even to S-
band.  Then the resonances appear so close to each other that 
the loss tangent could be considered as independent on 


frequency.  The drawback of such an approach is quite 
obvious – the resonator becomes rather lengthy. So does the 
package. 


The main procedure consists of several steps. First, the 
transmission coefficient of the resonator is measured. The 
information allows us to determine unloaded Q-factor and the 
total losses at every resonance frequency (the details of the 
technique are in Hofmann [1]). Considering first and second 
resonances, the conductivity of paste and the loss tangent of 
LTCC can be extracted with ease. Taking into account that the 
conductivity of paste does not depend on frequency the loss 
tangent of LTCC can be obtained for millimeter-wave band.  


B. Type of resonator 
It is customary to use a ring resonator, and certainly it 


demonstrates its value in practice since there are no open ends, 
and dielectric permittivity can be determined with high 
accuracy without numerical calculations.  On other hand, the 
ring resonator occupies rather large area and, being placed 
between two grounds (stripline structure), plane modes can be 
excited starting from relatively low frequencies and mask the 
transmission coefficient of the resonator.  No doubt, a half 
wavelength resonator takes significantly less area but suffers 
from end effects.  However, it was shown in [2] that the open-
end effect can be easily removed from consideration by 
measuring two identical straight resonators of different lengths.  
But is it possible to produce two identical enough resonators 
in order to provide the accurate estimation of the dielectric 
permittivity?   It  was  discussed  in  [3]  that  there  are  several  
sources that increase the tolerances of high frequency behavior 
of LTCC structures. The sources are conductor pattern 
resolution and tolerances, deviation of layer thickness and 
alignment accuracy between various layers.  As a result, it was 
supposed that the comparison between the two resonators can 
be unjustified. However, later experimental verification has 
showed that the test structures are repeatable enough to 
accurately determine the dielectric permittivity of LTCC by 
the comparison of two resonators.  Also simple estimations 
show that the two half wavelength resonators occupy less area 
than the ring resonator.  Moreover, sometimes it could be 
difficult to find one large area to place the ring resonator 
although smaller places in different parts of substrate are 
available.  It is often the case when the test structures are 
manufactured together with other microwave devices.  







To sum it up, the half wavelength resonator is appropriate 
structure  for  testing  LTCC  losses  in  millimeter-waves.  
However, to avoid numerical calculations two half wavelength 
resonators are required to estimate accurately dielectric 
permittivity of LTCC substrate. The latter is not the subject of 
this paper. 


C. Excitation type 
Generally, there are two possibilities to form coupling 


between stripline resonator and coplanar contact pads required 
for measurements.  First, there could be an overlap between 
the stripline resonator and coplanar feed lines.  Second, a via 
connects coplanar feed line to stripline.  Then the coupling is 
just a gap in stripline.  The latter is chosen in order to avoid 
the influence of coplanar discontinuity on the stripline 
resonator.  It is necessary to mention that the via used for 
connecting coplanar and stripline transmission lines is not 
grounded at both ends, and, as a result, it operates as a sort of 
antenna exciting the package electrical modes.  They depend 
on planar size of the package - the larger package the lower 
dominant electrical mode.  That is why special attention must 
be spent to suppress the generation. 


D. Package configuration 
Taking into account all above discussed one may come to 


the configuration of the test structure shown in Fig.1.  
However, a few lines must be spent to explain the details. First, 
it is wise to move the dominant electrical mode of the package 
out of frequency band considered.  If the upper frequency is 
too high then there is a possibility to approach to LTCC 
technology limits.  For example, the critical via pitch is 2.5 
times of the via diameter.  It means it is hard to manufacture 
the package with “a” size (see Fig.1) narrower than 500 µm 
pitch if 100 µm vias are used.  Then for A6M LTCC system 
with dielectric permittivity of 5.7 the dominant frequency can 
theoretically be shifted to 130 GHz.  In practice, the upper 
frequency of 90-100 GHz is well achieved.  Second, not to 
disturb microwave current flowing under/up signaling line in 
ground planes, the package must be at least 3 times wider than 
resonator width.  These two sometimes contradictory 
requirements lead us to form a resonator chamber and an input 
waveguide. The resonator chamber is more than three times 
wider than the resonator.  
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Fig. 1  The view from top of the center conductor layer 
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Fig. 2  Simulation characteristics of packages 


 
The input waveguide is so narrow as to place inside only 


input via to connect coplanar pads to stripline. Note the longer 
the input waveguide (size “b”) the better damping of the 
package modes.  Also it is necessary to provide multiple 
connection between top and bottom ground planes, the via 
pitch being one tenth of the highest frequency considered.  


It is worth mentioning that it is always better to avoid 
symmetry and parallelism while design the package.  


E. Number of layers 
The choice of the number of LTCC layers depends mainly 


on three factors.  First, the width (usually 50  line) of 
resonator should not be less than 100 µm in order to obtain 
reliable/repeatable results.  Second, in order to avoid short 
circuit due to possible conducting paste spreading during 
lamination the coupling gap should be larger than 100 µm.   
Third, one should remember that the thicker substrate the 
lower dominant magnetic mode occurred between two ground 
planes.  Thus, it limits the upper frequency of the 
characterization band. So does electrical mode as it was 
mentioned above.  To illustrate phenomena the transmission 
coefficient of “quasi-open structure” – same package but there 
is no resonator inside - was calculated for A6M LTCC. The 
simulation results for 4 and 8 layer packages are shown in 
Fig.2. It is necessary to point out that the 8-layer-package is 
better for manufacturing and testing since the 50-Ohm-line is 
wider comparing to the 4-layer package. As a result, unloaded 
Q-factor of the resonator is higher. Moreover, the same 
coupling coefficient is achieved at the larger value of the gap.  
To put in other way, the repeatability of the 8-layer-package is 
higher than of 4-layer-package.  Nevertheless, in higher 
frequencies, 4-layer package should be used.  As one can see 
in Fig.2 the noise after 80 GHz will mask the resonator 
performance if the 8-layer-package is designed.  Other 
interesting observation is that the electrical modes being of 
rather low level are approximately the same for both packages.  
It clearly proves that high frequency noise is caused by 
magnetic modes. 







EXPERIMENT AND DISCUSSION 


The goal of the experimental investigation is to determine 
dielectric and conductor losses of commercially available 
A6M  LTCC  system  [4].   The  upper  frequency  of  the  band  
considered is 100 GHz.  The 4-layer package was used. Since 
the 50-Ohm-line is about 0.14 mm the package was designed 
without chamber.  The width of the package is about 0.6 mm. 
The resonator length is 12.6 mm.  The lowest resonance 
frequency is about 4.78 GHz.  It allows us to check our 
estimations by comparison with data provided by 
manufacturer.  Also, in low frequency there is the best signal-
noise-ratio due to lack of the package ringing.  Three test 
resonators were manufactured on the same LTCC substrate.  
To control the package ringing “quasi-open structure” were 
also added.  The measurements of test structures allow us to 
determine the total losses at the resonance frequencies up to 
90 GHz with the step of 4.78 GHz.  Then taking the values of 
the total losses at first two resonances at 4.78 GHz and 9.56 
GHz (see Fig.3) the dielectric losses and the conductivity of 
gold paste were obtained.  The estimation results for first two 
resonances are given in Table 1. Then taking into account that 
the conductivity of gold paste is frequency independent the 
loss tangent of A6M was determined in broad millimetre-wave 
band. The results are shown in Fig.4. They are in good 
agreement with data provided by manufacturer [4].  
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Fig. 3  Transmission coefficient of the package alone and with the resonator 


 
TABLE  


LOW FREQUENCY PARAMETERS 


tot, Np/m Sample 
f01, GHz f02, GHz 


, 
S/m*107 


Tan  
10-3 


1 4.78 9.56 1.81 0.75 
2 4.78 9.52 1.87 1.03 
3 4.76 9.51 1.81 0.82 
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Fig. 4  Loss tangent versus frequency: experimental data and approximation 


As one can see there is slight frequency dependence on the 
frequency of the dielectric losses. Nevertheless, even at 90 
GHz the loss tangent is rather small. On other hand, the 
experiment revealed that the conductivity of the gold paste is 
rather low. It is less than half of the bulk conductivity of gold. 
One option to decrease microwave losses is to use silver paste 
for manufacturing printed conductors. 


III. CONCLUSION 


The design of the test structure for LTCC material 
characterization is described. It was shown that the test 
structure is quite predetermined by certain parameters, the 
main one being the highest frequency of the characterization 
band considered. The experimental results are in good 
coincidence with the data obtained by “split cylinder method”.  
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Abstract—The use of a scanning probe for the data acquisition
process in millimetre wave imaging systems enables the sepa-
ration of the contributions originated by the different ver tical
segments of the object under investigation, providing additional
information. For this purpose, a frequency scanning antenna
topology contributes to reduce the complexity of the measurement
equipment required, as the steering is directly controlledby the
illumination frequency.


An eight element frequency scanning antenna array operating
in a 3 GHz band centred at 35 GHz is presented, providing a
steering range of∆θ = 20


◦. The frequency scanning behaviour
has been achieved through a corporate feeding network that de-
livers the conveniently phase shifted input signals to the aperture
coupled microstrip antennas used as individual radiators.The
design has been experimentally validated through measurements
of the manufactured prototype.


I. I NTRODUCTION


Millimetre wave imaging techniques have recently awoken
considerable interest due to their multiple applications in a
wide variety of fields, such as non-destructive testing [1],
detection of buried or concealed weapons [2], or objects in
general [3], non-invasive diagnostics [4], etc.


The main advantage of the millimetre wave band over
other regions of the spectrum, is that some materials (most
common clothing items, for instance) are transparent to this
kind of radiation, which is either spontaneously radiated or
reflected and scattered by the objects placed underneath. This
radiation can be used to compose an image that exposes
internal features of the objects under screening, that are not
revealed in conventional optical images.


Imaging systems can be generally classified into two differ-
ent categories. Passive imaging schemes [3], [4] rely on the
black body radiation theory, whereby objects at a temperature
above absolute zero emit different levels of thermal radiation,
depending on their temperature. The accurate acquisition of
these different levels of radiation through high resolution
radiometers enables the composition of an image of the
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FC09-COF09-12, EQUIP10-31, PC10-06 and grant BP10-031, and by Cátedra
Telefónica–Universidad de Oviedo.


scene. Active imaging systems [1], [2], on the other hand,
are based on illuminating the scene with millimetre wave
radiation and measuring the amount of power reflected by the
different targets. Since the level of reflected power is usually
substantially higher than the natural emissions used in the
passive approach, the design requirements for the acquisition
systems can be significantly relaxed.


For active imaging acquisition schemes, multiple types of
illuminations of the object under investigation can be chosen,
using single frequency [5], multi-frequency [5]–[7] or Ultra
Wide Band (UWB) signals [8]. The scattered and reflected
radiation is usually measured in several spatial directions
(angular diversity) in order to increase the image resolution.
Different measurement set-ups have been proposed, based
on mechanically rotating mirrors, combined with a linear
movement of the probe [1], a rotary scanner with variable
radius [9], etc.


In this work, an active imaging system based on the mea-
surement set-up shown schematically in Fig. 1 is proposed.
The object under investigation is uniformly illuminated inan
anechoic environment, using a mildly directive horn antenna.
In order to separate the contributions of the different vertical
segments of the target, the reflected power is measured usinga
directive probe whose main lobe can be steered in the vertical
plane. The object under investigation is placed on an azimuthal
positioner and progressively rotated to evaluate the response
for multiple incidence angles.


Although the scanning of the probe could be achieved
through the mechanical rotation of a directive antenna, or
through repeating the measurements for different positions of
the probe and using array synthesis techniques, the antennaar-
ray approach is generally more appropriate, as it enables agile
electronically steerable implementations, which can potentially
speed up the acquisition process.


Furthermore, it is usually sought to keep the measurement
equipment to a minimum, which is usually a Vector Net-
work Analyser (VNA), along with some auxiliary circuitry
[7]. Thus, a receiving probe based on a frequency scanning
microstrip antenna array [10], which can be directly controlled
by the VNA, is an interesting option, as it provides the required
steering behaviour, without further increasing the complexity







Fig. 1. Proposed measurement set-up.


�����


Fig. 2. Multilayer structure of the individual radiating element.


of the measurement set-up.
In the following, an eight element frequency scanning


microstrip antenna array operating in a 3 GHz band centred
at 35 GHz is presented, providing a steering range∆θ greater
than20◦.


II. RADIATING ELEMENT


The individual radiating element is an aperture coupled
microstrip antenna, designed on a multilayer structure of the
substrate ARLON 25N (εr = 3.38, tan δ = 0.0025 at 10
GHz), as shown in Fig. 2. Aperture coupling is advantageous
over other feeding techniques for this kind of applications, as
it minimises the impact of the spurious radiation produced by
the feeding network on the antenna radiation pattern.


A rectangular patch has been structured on the top layer of
a 1.219 thick ARLON 25N substrate. The patch is fed from
underneath by electromagnetic coupling through a rectangular
slot etched on the ground plane of the 50Ω feeding line, which
has been implemented on a 0.457 thick ARLON 25N substrate
layer.


The electromagnetic Method of Moments (MoM) simula-
tion of the antenna element shows an impedance bandwidth
greater than 3.5 GHz, centred at 35 GHz, which effectively
covers the desired operating bandwidth of the frequency
scanning probe.


(a)


(b)


Fig. 3. Simulated scattering parameters (S1i) of the feeding network (a)
amplitude and (b) phase.


III. FEEDING NETWORK


The frequency scanning antenna implementation proposed
in this work is based on a phased array whose radiating ele-
ments are fed through transmission line segments of different
lengths. The phase shift∆φ, undergone by an electromagnetic
wave propagating through a transmission line of lengthL, is
known to be given by:


∆φ = −βL = −
2π


λg


L = −
2π


vp


fL,


where f is the operating frequency andvp de propagation
velocity in the transmission line. Thus, for a fixed transmission
line length L, the phase shift∆φ is linearly dependent on
the operating frequency. For the main beam to be pointed at
the boresight direction at the centre frequencyf0 = 35 GHz,
the difference in electrical length between the feeding line of
consecutive radiating elements must be an integer multipleof
the guided wavelengthλg0


, ∆L = Nλg0
, N ∈ N. In order


to achieve the required steering range of, at least,∆θ = 20◦,
N = 2 has been chosen in this work.







Fig. 4. Manufactured prototype of the frequency scanning antenna array:
radiating elements (upper part) and feeding network (lowerpart).


Series feeding network topologies can lead to more compact
and efficient implementations [10], although the design pro-
cess is generally more complex, as it involves the simultaneous
fine-tuning of all the design parameters. Parallel topologies, on
the other hand, offer more flexibility and ease of design while,
for arrays with a moderate number of elements, reasonably
sized implementations can be obtained.


A parallel feeding network has been designed for the8× 1
antenna array. Due to its narrower width, which simplifies
the layout process, a characteristic impedance of75Ω has
been chosen. The input power is successively divided through
symmetric T-junction power dividers. Quarter wavelength
impedance transformers have been used to match the input
of the feeding network to 50Ω and the input of each of the
radiating elements to75Ω.


The simulated scattering parameters of the feeding network
are shown in terms of amplitude in Fig. 3(a), and phase in
Fig. 3(b). The return loss of the feeding network is over
10 dB throughout the whole band of interest. The ratio of
power delivered to each of the output ports with regard to
the input power shows a slight variation depending on the
specific port (about 5 dB), due to the difference in the length
of the transmission line segments. A progressive phase shift
distribution is observed in the output ports, as a function of
the frequency of operation.


Fig. 5. Radiation patterns of the manufactured frequency scanning antenna
array, measured in the anechoic chamber between 33.5 and 36.5 GHz, in steps
of 0.25 GHz.


IV. EXPERIMENTAL RESULTS


A prototype of the frequency scanning antenna array has
been manufactured for the experimental validation of the
design. The radiating patches are shown on the upper part of
Fig. 4 and the feeding network on the lower part. The complete
multilayer structure has been assembled using nylon screws.


The normalised radiation patterns measured in the anechoic
chamber at frequencies between 33.5 and 36.5 GHz in steps
of 0.25 GHz are shown in Fig. 5. The main lobe can be
steered in the rangeθ ∈ [−15.5◦, 6.5◦]. The secondary
lobes are below−8 dB in the region of interest, for all the
operating frequencies considered. The required scanning range
∆θ = 20◦ has been successfully attained in the band between
33.5 and 36.5 GHz.


V. CONCLUSION


A frequency scanning antenna array has been proposed
to simplify the data acquisition process in millimetre wave
imaging schemes. In order to introduce a frequency scanning
probe for the data acquisition process in millimetre wave
imaging systems, a frequency steering microstrip antenna array
operating from 33.5 to 36.5 GHz has been proposed. Aperture
coupled microstrip antennas have been used as individual
radiators, in order to minimise the detrimental influence of
the spurious radiation produced by the feeding network on
the radiation pattern. The design has been validated through
measurements in the anechoic chamber, obtaining a scanning
range∆θ = 20◦, with a secondary lobe level under 8 dB.
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Abstract-Non-uniform element positions make antenna array 


synthesis become highly non-linear optimization problems. A 
new approach for the synthesis of non-uniform positions linear 
arrays is presented. The method is based on Cross-Entropy 
theory. Linear antenna array with 32 isotropic elements, 
uniformly weighted, symmetrically placed is synthesized by 
optimizing the element positions using Cross-Entropy Method. 
Three score functions are selected to synthesis the array. Sidelobe 
power and beamwidth of best array designs for each score 
function are compared. And absolute element positions from 
origin of each score function are presented. It is benefit work 
utilizing the Cross Entropy method for solving electromagnetic 
optimization problems.  


I. INTRODUCTION 


By altering the spacings between elements, one can achieve 
greater control over the shape of the radiation pattern 
sidelobes especially towards array endfire since a design that 
is well-behaved near the end of the aperture can prevent the 
appearance of grating lobes. The introduction of non-uniform 
spacings makes the optimization problem highly non-linear 
since the element spacings are defined in the argument of the 
exponential for the array factor. A new approach for the 
synthesis of non-uniform positions linear arrays is presented. 
The method is based on Cross-Entropy theory. Previously, the 
synthesis of array spacings has been solved using GA, 
Simulated Annealing and Particle Swarm Optimization [1-5]. 


II. CROSS ENTROPY METHOD 


Cross-Entropy (CE) is general stochastic optimization 
technology based on a fundamental principle of information 
theory called cross entropy (or Kullback-Leibler).In 1997, CE 
was first introduced by Reuven Y.Rubinstein [6] as an 
adaptive importance sampling for estimating probabilities of 
rare events, and was widely used in complex optimization 
thereafter.  


Generally, the CE method involves an iterative procedure 
which each  iteration can be broken into two steps: 


1) Generate a random data sample (trajectories, vectors, etc.) 
according to a certain mechanism. 


2) Update the parameters of the random mechanism based 
on the data to produce a “better” sample for the next iteration. 


The fundamental characteristic of the CE is that it operates 
based on a parameterized probability density distribution 
during the optimization procedure, as opposed to similar 


stochastic techniques such as the Genetic Algorithm (GA) or 
Simulated Annealing (SA), which operate directly based on 
the samples in the candidate population. 


Let X=(X1…Xn) be a random vector taking values in some 
space χ. Let {f (ּ;v)} be a family of probability density 
functions (pdfs) on χ, with respect to some base measure 
υ.Here υ is a real-valued parameter (vector). For any 
measurable function H, Thus 


∫= χ
υ )(),()()]([ xvxxX dfHHE                      (1) 


Where, E[ּ] is mean operation, and υ is either accounting 
measure or the Lebesgue measure. Assume υd(x) =dx for 
simplicity. 


Let S be some real-valued function on χ. It is interested in 
the probability that S(X) is greater than or equal to given real 
number γ, under f(ּ;μ).This probability l can be expressed as 


][))(( })({ γγ ≥=≥= Xμμ X SIESPl                 (2) 


Where, I{ּ} is shown as a set.A straightforward way to 
estimate l  is to use Crude Monte-Carlo simulation: Draw a 
random sample from f(ּ;μ); then an unbiased estimator of l is  
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Where, N is sample number. 
If l is less than10-5,{S(X)≥γ} is called rare event. In that 


case a large numbers simulation effort is required in order to 
estimate l with small Relative Error (RE) or a narrow 
confidence interval. The Importance Sampling (IS) technology 
[7] is presented by Rubinstein to solve the questions above. 
      Let g is another probability density function. When 
g(x)=0, , g can be used to represent l, Eq.(2) 
can be simplified below. 
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Where, ][⋅gE  expresses mean operation about g. g(x) is 
defined as important sampling density. Let 
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can be simplified below. 
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From the Eq. (4), the unbiased estimator if l turns to be  
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Where, l is called as the importance sampling estimates 
or likelihood ratio estimates. 


ˆ


It is well known that the best way to estimate l is to use 
the change of measure with density 
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Put Eq. (7) into Eq. (6), then 
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Where, Eq. (8) is established for all i . 
Eq. (7) shows depends the unknown parameter l , 


so it is difficult to be defined clearly. Moreover, it is often 
convenient to choose a in the family of densities {


)(x∗g


g );( v⋅f }. 
Parameter vector is called reference parameter. The idea 
now is to choose to make the distance between the densities 


and  minimal. A particular convenient measure of 
distance between two densities


v
v


∗g );( v⋅f
g and  is the Kullback-


Leibler distance, which is also termed the cross-entropy 
between and .The Kullback-Leibler distance is defined as: 
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Make and  take the place of and  in Eq. (9) ∗g );( v⋅f g h
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If Eq. (10) has the minimum, has 


a maximum, which is equivalent to solving the maximization 
problem.  
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Put Eq. (7) into Eq. (11) ： 
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Eq. (12) is equivalent to the maximum program at last. 
)];(ln[max)(max })({ vXv Xuvv
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Set another );( ω⋅f . Using again importance sampling 
for, Eq. (13) can be rewritten as  
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For any reference parameterω , where 


);(
);(),;(


ωx
μxωux


f
fW =  


is the likelihood ratio, at 
x ,between and .The optimal solution of(14) 
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Where X1…XN is a random sample from );( ω⋅f , N 
refers to the sample frequency. 


From Eq. (16), the Maximum value is about the variable 
v，and the solution of (16) may be readily obtained by 
solving the following system of equations: 
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Then, the importance sampling estimator or Likelihood ratio 
estimator of Eq. (6) is 
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Eq. (15) shows that the probability of target 
event })({ γ≥XS
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 can not be too small ， and it requires 
 as usual. It is hard for Eq. (5) to calculate 


when ， is empty set because of medium-sized 
samples. This condition also limits the calculation of the left 
side of Eq. (17). 
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Multi-level algorithm [8] can overcome the difficulty 
above. The main idea is to construct the sequence of reference 
parameters and level sequence}0,{ >ttv }1,{ >ttγ ，then to 


make and tv tγ  update iteration at the same time. 
Sum up, program flow graph and iteration steps to CE 


method for rare event are presented, as shown in Figure.1. 


 
Figure 1. Program flow graph and iteration steps 


Sum up, program flow graph and iteration steps to CE 
method for rare event are presented [9], as shown in Figure.1. 


Specific steps are: 
1) Initialize parameters: 
Set initial , sample select coefficient0v̂ ρ , set population 


size K, smoothing constantα and set iteration counter t=1. 
2) Adaptive update tγ : 
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3) Adaptive update  tv
Given  and , determine  by solving the CE programs 


by setting the updating value of  
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4) Optimization of  tv
To accelerate the speed of convergence rate of CE method, 


the smoothing coefficient α  is used to optimize ,where tv


1)1( −−+= tvvv tt αα ( 10 < <α ). 
5）When ，repeat step 2）to 4）until it meets 


the standard of the loop stops.  
1+= tt


III. PROBLEM SETUP 


The thinning process of uniform linear arrays typically 
produces sidelobes with a relatively constant height. By 
altering the spacings between elements, one can achieve 
greater control over the shape of the radiation pattern 
sidelobes especially towards array endfire since a design that 
is well-behaved near the end of the aperture can prevent the 
appearance of grating lobes. The introduction of non-uniform 
spacings makes the optimization problem highly non-linear 
since the element spacings are defined in the argument of the 
exponential for the array factor. 


Linear antenna array with 32 isotropic elements, uniformly 
weighted, symmetrically placed is synthesized by optimizing 
the element positions using Cross-Entropy Method. The three 
score functions are defined as follows: 
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Where, .A plot of the 
Mask score function is shown Figure 2. 


)(3042.216957.8 dBuMaskdB −−=


Score function #1 is the score used previously in the section 
on array thinning. This score function tends to produce 
sidelobe patterns with a constant height. A summation is 
included in the definition when minimizing sidelobe power 
over different intervals of u space. Score function #2 
integrates the sidelobe power over interval [uli, uui] of u-space. 


This score function tends to maintain the sidelobe envelope 
of the array along with the locations of sidelobe maxima and 


nulls. During minimization these parameters may be spread 
slightly, but for the most part remain unchanged. Score 
function #3 is a square error score between the sidelobe 
powers of the far-field pattern for a given interval of u space 
and a Mask function representing a desired pattern shape. 
Only the samples of |FF (u) |2 that violate the Mask function 
contribute to the total score. For this reason, this score 
function is often called the ‘don’t exceed’ square error 
criterion. The total number of samples which violate Mask is 
Ns and the score is normalized by the total number of samples 
used for sampling FF (u). This score function is quite good for 
shaping sidelobe patterns since it does not penalize null 
positions during the optimization process because most nulls 
are typically below sidelobe peaks and ‘don’t exceed’ the 
mask. An optimal solution of score function #3 is defined as 
any solution which does not violate the mask, resulting in a 
score of zero. 


Mask tries to enforce a peak sidelobe power of –22 dB at 
λ/Nd, the first null position of the original uniform linear array. 
The sidelobe envelope then tapers linearly towards a final 
value of –30 dB at u = 1. Inside the mainlobe region Mask is 
set to zero so that any point defining the mainlobe of the 
optimized pattern does not count towards the score. The score 
is then computed by counting the samples of the far-field 
pattern (expressed in dB) which are greater than Mask. The 
linear tapering allows an increase in the sidelobes between u = 
[0.3, 1] to allow for a reduction in the first sidelobe. 


In order to perform a successful optimization procedure, 
Mask must not be too greedy. Certain compromises must be 
made in the pattern to achieve desired objectives. 


 
Figure 2. Mask function optimization plot 


 
TABLE I  CE DESIGN PARAMETERS 


Symbol Quantity Value 
α Smoothing Parameter 0.7 
ρ Sample Selection Parameter 0.1 
K Population Size 100 
xn Limits on Element Position [0,(N/2-0.5)d]
μ(0) Initial Mean of Element Positions (n-0.5d)/λ 
σ2(0) Initial Variance of Element Positions 100 


 


IV. SIMULATION RESULTS 


The CE design parameters are given in Table I. The 
continuous form of CE was used to perform the optimization. 
The initial values for the mean and variance of the Gaussian 
distributions were set to (n–0.5) d/λ, for n = 1, 2,…, N/2 and 
one-hundred respectively for each element in the array. The 
equation (n–0.5)d/λ for the mean of element n initially biases 







the solution to be about the original position of element n in 
the uniform array. An initial variance of one-hundred allowed 
the initial solutions to explore the feasible region of the 
element positions for the original array defined by [0, (N/2– 
0.5)·d] for x > 0 and also was large enough to prevent the 
smoothing coefficient of 0.7 from freezing the algorithm in a 
suboptimal solution. So, there exists a tradeoff between speed 
of convergence and guaranteeing convergence to an arbitrarily 
small neighborhood of the optimal solution. The maximum 
value of the element positions was set to (N/2–0.5)·d = 7.75λ, 
which is the aperture length of the original uniform array for x 
> 0. The smoothing coefficient of 0.7 was chosen as a tradeoff 
with ρK for convergence and accuracy based on the results of 
the previous section. The choice of both the population size, K 
and the sample selection parameter, ρ are critical to the 
success of the algorithm. The separation between the total 
number of population samples considered and the number of 
best estimates used to update the parameters of the Gaussian 
distributions must be large enough to ensure there is an 
increase in the probability that the best samples from the 
current iteration appear in subsequent iterations. The 
optimization procedure was stopped when the maximum 
variance of all distributions was less than 2.2204x10-16, 
which equals the floating point precision of the computer as 
defined by MATLAB’s eps command. 


Sidelobe power and beamwidth of best array designs for 
each score function are compared. And absolute element 
positions from origin of each score function are presented in 
the Table II and Table III.  


TABLE II  BEST ARRAY DESIGNS FOR EACH SCORE 
Score Maximum SLL(dB) FNBW(deg) 


NO Best Score u=λ/Nd u>FNBW/2 Optimized Original 
#1 -19.69 -19.69 -19.69 8.056 7.16 
#2 -26.92 -14.67 20.98 8.867 7.16 
#3 0.366 -12.975 -22 9.33 7.16 


TABLE III ABSOLUTE ELEMENT POSITIONS 
Element 


No. ±1 ±2 ±3 ±4 ±5 ±6 ±7 ±8 ±9 ±10 ±11 ±12 ±13 ±14 ±15 ±16


0.23 0.640.99 1.45 1.872.30 2.71 3.153.70 4.04 4.675.13 6.006.657.267.75
0.21 0.590.96 1.42 1.672.24 2.44 3.033.29 3.85 4.234.79 5.316.046.877.66λ/nx  
0.34 0.471.01 1.27 1.622.13 2.27 2.813.11 3.65 4.114.65 5.135.816.597.34


It is apparent from the results in Table Ⅱ, that score 
function #1 yields the best sidelobe power with respect to the 
original uniform array (u=λ/Nd). However, both score function 
#2 and #3 outperform score function #1 in the sidelobe region 
of the optimized array. Despite terminating the optimization 
procedure after the maximum variance of all elements 
exceeded eps, all three scores basically converged to their 
final values within 150 iterations. 


One interesting note that is not touched upon in array 
geometry optimization is the fact that unless a constraint is 
placed on the spacing between absolute element positions then 
it is possible for elements to occupy the same location. This 
result can be mechanically impractical not to mention 
electrically. 


These two elements basically occupy the same location. 
This result is mathematically transparent to the array factor 


and this result would occur whether one is optimizing absolute 
element positions or element spacing. What this result actually 
represents in reality is a single element with twice the 
amplitude. For example, element 4 can be removed and an 
amplitude weight w3 = 2 can be applied to element 3. The 
resulting array pattern is shown in Figure 3 and is nearly 
identical to the original. 


It is benefit work utilizing the Cross Entropy method for 
solving electromagnetic optimization problems.  
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Abstract- Microstrip log-periodic antennas on the 


dielectric substrates, integrated with Gunn diodes and 
field-effect transistors, were investigated and employed as 
microwave and millimeter wave power sources. Spatial 
power combining is experimentally studied with array of 
such oscillators in the case of mutual synchronization or 
synchronization with external signal. The opportunity for 
considerable increasing of the oscillation efficiency is 
shown and conditions for the radiation pattern formation 
are defined. 


I. INTRODUCTION 


Microwave power combining is important in application to 
energy transportation systems and the way to compensate the 
well-known decreasing of solid-state devices output power in 
the millimeter-wave frequency range[1,2]. Power sources, 
designed as an antenna, integrated with active device (active 
antennas), are considered as the best candidates for the spatial 
power combiners due to the fact, that they are free of losses in 
the feed lines, compact and low cost [3]. Mostly dipole or 
patch antennas are used in such constructions, in particular, a 
butterfly antenna on the dielectric plate with metal shield at the 
back side [4]. In this work we have used the log-periodic 
antenna due to wide-band operation ability and proper quality 
factor [5] with Gunn diodes or field-effect transistors as active 
elements. 


II. EXPERIMENTAL 


The configuration of active antenna (AA) is shown at fig.1. 
In the case of FET imbedding “source” terminal is grounded 
and corresponding bias voltages are applied to the patches. 
Dielectric plate ( =3,5), covered with copper at the back side, 
was used as a substrate for the log-periodic antenna. 


Log-periodic antenna in fact is a combination of resonating 
elements with resonant frequencies corresponding to the teeth 
length l. The dielectric thickness plays a considerable role in 
the oscillation efficiency. Maximum power is achieved at d  


d/4 ( d is a wavelength in the dielectric substrate). Variation of 
dielectric thickness d results in oscillations at the frequencies, 
corresponding to more high resonance frequencies or transfer 
to the multi-frequency operation. 


III. COMPUTER MODELING 


To verify the radiating properties of the single log-periodic 
antenna the computer modeling was performed. Geometry 
presented on fig. 1 was modeled using 3D-TLM technique. We 
have evaluated the antenna with the largest tooth designed to 
have main resonance frequency of 10 GHz. The discrete 
voltage source with 0.1V amplitude was used instead of the 
FET or Gunn diode to obtain the radiated field. The main goal 
was to examine radiating properties at thin dielectrics due to a 
quite easy real manufacturing process. 


Figure 1. Active log-periodic antenna: 
a) cross-section, b) front view (with FET). 


 
During the experiments it was found that the resonant 


frequencies slightly vary with the dielectric thickness change 
from 0  to  d/4.  At  the  same time radiated  power  measured  at  
10 GHz increases with the dielectric thickness growth from 0 
to d/4 (fig. 2). 


Radiation patterns of the explored antennas have directivity 
about  7  dBi  and  the  main  lobe  is  oriented  at  normal  to  the  
antenna’ s plane. The pattern in E and H planes in the case of 
d  d/4 is shown on fig. 3. 


Frequency antenna response in the case of the maximum 
radiated power measured at 10 GHz (d  d/4) has two more 
resonant frequencies in the range from 7.5 to 22.5 GHz 
corresponding to the second and third antenna tooth 
respectively (fig. 4). 
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Figure 2. Impact of the dielectric thickness. 
 


Figure 3. Radiation pattern. 
 


 
Figure 4. Frequency response. 


 
 


The power of the secondary peaks also increases with the 
dielectric thickness growth from 0 to d/4. 


 
 
 


 


IV. 4.  EXPERIMENTAL RESULTS AND DISCUSSION 


The oscillation frequency of AA with Gunn diode 
corresponds to the transit-time mode of operation and is not 
considerably dependent on the dielectric substrate thickness. 
However, only narrow bandwidth radiation is possible and 
efficiency is small [6].More efficient operation was achieved 
with the field-effect transistor. The oscillation frequency 
depends both on the sizes of resonating teeth and thickness of 
the dielectric substrate d. In the basic construction (fig.1) 
oscillation frequency corresponds to the main tooth size (l
d/4). 


Placing the couple of active antennas at the substrate forms 
the array of mutually synchronized oscillators (fig.5). 


Figure 5. Active 2x2 antenna array. 
 
 


The simultaneous operation of the array elements was 
resulted in the single frequency due to the mutual 
synchronization of the oscillators (fig.6). 


 


 
Figure 6. Power spectrum of AA for the case of selected (1-4) and joint (5) 


operation. 
 
 


 
 
 
 


d


d


7,00 7,05 7,10 7,15
-80


-70


-60


-50


-40


-30


-20


5


4 231


Po
w


er
 s


pe
ct


ru
m


, d
B


Frequency, GHz







Probably, the surface waves, exited in the dielectric substrate, 
played a main role in this interaction. It is confirmed with 
computer simulation of the electromagnetic field distribution 
around the antenna using the 3D-TLM model and far field 
transformation. Separation of the antennas as it is shown at the 
fig.2 with dashed curve, eliminates the effect of 
synchronization.  


Effect of power combining and narrowing of the radiation 
pattern was achieved for two antennas (2 and 3 at fig.5). 
Results are shown at fig.7 and in the table 1. 


 
Figure 7. E-plane radiation pattern of AA 2 and 3 in the case of independent (1, 


2) and joint (3) operation. 
 


TABLE I 
Radiating antennas 1 2 3 4 1+2 2+3 


Pout, mW 1.4 3.7 3.3 4.7 3.3 8.4 
 
 
The fact, that resulting power level is more than the sum of 


output power levels for these antennas in the case of separate 
operation, can be explained with increasing of the efficiency 
due to the mutual enforcement of the oscillators. Irradiation of 
the AA with external power source shows an alternative 
opportunity for increasing of the oscillation efficiency (fig.8). 


 
Figure 8. Effect of the AA synchronization with external irradiation. 


 


V. CONCLUSION 


Log-periodic antenna, integrated with FET or Gunn diode, is 
a compact microwave and millimeter wave power source, 
prospective candidate for spatial and quasi-optical power 
combining. Before such antennas were effectively used in the 
arrays only with detectors, not with active devices. Next step 
should be in the monolithic integration, based on the i-GaAs or 
other dielectric as the substrate. Possible applications are in the 
microwave energy transportation and telecommunication 
systems. 
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Abstract- For practically portable millimeter-wave 


communication systems, an antenna needs to have high gain and 
to be small footprint.  This paper proposes a novel high gain and 


small size beam-forming antenna of 8-element array double slot 
antenna. The heuristic computer simulations show thirteen 
unique beam shapes have the antenna gain of 13.5dBi and +/-


36degree steering coverage. The 8-element double slot array 
antenna is fabricated for performance validation, and measured 
results show the 13.5 dB gain with +/- 33 degree antenna steering 


coverage. Thus, the proposed 8-elemetn double slot beam-forming 
antenna with discrete (90 degree step) phase shifters is practically 
applicable for portable terminals in Super Broad Band Wireless 


Communications Systems.  


I. INTRODUCTION 


In order to realize multi Gbps communications, millimeter-


wave communication systems [1] have been attracting 


attention. The IEEE802 standards committee has created 


60GHz WPAN standard since the 60GHz band is unlicensed in 


many countries (59-66GHz in Japan and 57-64 GHz in USA 


[2,3]). IEEE802.15.3c (60GHz WPAN) [4] completed 


standardization in September 2009, and IEEE802.11ad (60GHz 


WLAN) standardization [5] is currently in progress. In the 


802.15.3C standard and 802.11ad standard draft, beam-


forming/steering antenna technologies [6, 7] are considered to 


obtain a high antenna gain and also offset the shadowing loss 


of obstacles by using reflected waves. Thus beam-forming 


antennas are sure to become the key technology of indoor 


millimeter-wave communications systems. The phased array 


antenna technology [8] is suitable for implementing the beam-


forming antenna. However, the large insertion loss of the RF 


phase shifter is a significant barrier to implement phased array 


antennas in the millimeter-wave band communication systems 


[9]. Therefore a beam-forming antenna with discrete phase 


shifters was proposed to reduce the insertion loss. In the 


previous research [10], we have developed the antenna gain of 


the 4-element slot array antennas with discrete 90 degree step 


phase shifters was 10 dBi with 62 degree of steering coverage 


gain. In this paper, a double slot antenna has been proposed to 


increase the antenna gain and keep the antenna size small 


enough for a portable terminal. In order to verify the proposed 


double slot antenna performance, the 8-element double slot 


array antenna with 90 degree phase step phase shifter is 


simulated and then measured. The results show the proposed 


double slot antenna is good for a potable terminal in Super 


Broad Band Wireless Communications Systems. 


This paper organized as follows. Section II describes the 


proposed double slot antenna. The simulated characteristics of 


8-element array beam-forming antenna with discrete phase 


shifters are described in Section III. The developed antenna 


characteristics are shown in Section IV. Section V summarizes 


the proposed double slot array antenna.  


II. DOUBLE SLOT ANTENNA 


The proposed double slot antenna is shown in Fig.1. The 


antenna is fed by a micro strip line (MSL). The input signal is 


divided in half with a U-shape divider. Each divided signal is 


coupled to slot antenna respectively, and radiates in Z-axis 


direction shown in Fig. 1. In order to increase antenna gain, a 


reflector is set under the double slot antenna. The substrate is  


fluoroplastic with copper clad laminates (CGN-500 fabricated 


by CHUKOH CHEMICAL INDUSTRIES, LTD). The 


substrate permittivity in 60 GHz band is 2.17, and the dielectric 


tangent is 0.0009. The slot antenna length is 2mm, and the 


width is 0.1mm. The micro strip line width is 0.25mm and its 


impedance is 75ohm to match antenna input impedance. 


The designed double slot antenna characteristics are shown 


in Fig. 2. The characteristics are simulated by electromagnetic 


simulator (HFSS v12.1). The maximum gain is 9.3dBi. The 


beam width with 8.3dBi, which is 1dB lower than peak gain, is 


51 degree from -29 to 22 degree. The double slot antenna gain 


increases 3dB from the single slot antenna one [10] and the 


beam width is almost the same. From the input reflection 


characteristics, the band width under -10dB of S11 is 8 GHz 


from 56GHz to 64GHz. In other word, rhe relative band width 


is 13 % and the band width is wide enough for millimeter-


wave communication systems. 


 


 
 


Fig. 1 Double slot antenna 
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(a) Directivity 


 
(b) Reflection 


 


Fig. 2 Characteristics of double slot antenna (simulation 


results) 


 


 
Fig. 3 Simulation modes of 8 element array beam-forming 


antenna 


 
Fig. 4 Gain envelope of eight element array beam-forming 


antenna (simulation result) 


 
Fig. 5 Phase combination of 8 element array beam-forming 


antenna (simulation results) 


 


Table. 1 Phase combination 


 
 


III. EIGHT ELEMENT ARRAY ANTENNA WITH DISCRETE PHASE 


SHIFTER 


A. Finding beam patterns 


As mentioned earlier, the phase resolution of discrete phase 


shifter is set to 90 degree step throughout in this paper. The 


important parameter in designing beam-forming antenna is to 


find out how many and what are beam-patterns out of 4
8
 


possible patterns regulated 90 degree phase step. For this 


purpose, a dipole antenna with metal reflector instead of the 


proposed double slot antenna is used for simulation simplicity 


as shown in Fig. 3.  The separation from each antenna element 


from reflector was /4 (is a free space wave length). Eight 


antenna elements were sequentially placed with /2 separation. 


In this simulation, the mutual coupling is not considered since 


the mutual coupling effect for phase combination selection 


process was negligibly-small [10]. The antenna gain has been 


calculated by the total of radiated electrical field vectors from 


each element. The envelope shape of all simulated beam 


patterns is shown in Fig. 4. The peak gain is 17.2dBi with 84 


degree of steering coverage from -42 degree to +42degree. The 


beam steering coverage was considered within the range of 


1dB less than the peak gain, since this beam pattern will be 


used for the link budget of beam forming system. For the phase 


combination selection process, the similar beam patterns were 


removed to reduce the number of phase combinations. 







Eventually, the number of unique beam patterns was 13 as 


shown in Fig. 5. The phase combination is expressed by 


assigning the numbers for each phase value which are defined 


in table 1 such as the numbers of 0, 1, 2 and 3 for the phase 


values of 0, 90, 180, and 270 degree respectively. For example, 


the phase combination 00332211 means that the phases of 


antenna A and B are 0degree, the antenna C and D are 


270degree, the antenna E and F are 180degree, and antenna G 


and H are 90degree. 


B. Double slot antenna 


By using the calculated phase combinations found in 


previous section A to the proposed double slot antenna, the 8-


element double slot array antenna was designed to verify its 


antenna performance. The designed double slot array antenna 


is shown in Fig. 6. Each antenna element is sequentially placed 


with /2 separation. The reflector is set under the antenna with 


/4 separation. The simulated beam patterns of the double slot 


antenna are shown in Fig. 7. The antenna gain was 15dB with 


67 degree of beam steering coverage from -34 to 33 degree. 


When the peak gain of a single double slot antenna is set to the 


same peak gain of 8-element double slot array antenna as 


shown in Fig. 9 (a), the gain difference is 7.7dB. Although the 


simulation with dipole antennas shown in Fig. 4 did not 


include the mutual coupling between antenna elements, the 


gain variation in the simulation results including mutual 


coupling agree with these of the dipole antenna simulation 


results well. 


IV. ANTENNA DESIGN AND MEASUREMENT 


For simplicity, the beam patterns in only positive angle side 


were examined since the beam patterns in Fig. 7 have some 


symmetry with a 0.5dB lower gain in negative angle side than 


the positive side. The designed 8-element double slot array 


antenna is shown in Fig. 8. The discrete phase shifters were 


fabricated by fixed delay lines and these were connected to the 


8-port power divider, and the micro strip line was connected to 


the coaxial connector for feeding. The reflector was made of 


metal block, and it was scraped off like a cavity to 


accommodate antennas. The simulated beam patterns are 


shown in Fig. 9. In comparison with the beam patterns of Fig. 


7(a) without the phase shifter and the power divider, the 1.5dB 


gain was decreased. This reduction comes from the insertion 


loss of phase shifter. The beam steering coverage in positive 


angle side was 36degree. So, the coverage in both sides could 


be estimated at 72degree. As show in Fig. 10, the reflection 


characteristics were changed from Fig. 7 (b). These differences 


were caused by phase shifter’s reflection. However, the 


reflections |S11| at 60GHz ware under -10dB, and these 


reflections were practically small for communication systems. 


A. Measurement results 


The measurement results are shown in Fig. 11. In the Fig. 11 


(a), the maximum gains of each beam pattern are 2-4dB lower 


than simulation results in Fig. 9.  


 
Fig. 6 Eight-element double slot array antenna 
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(b) Reflections 


 


Fig. 7 Characteristic of 8-element double slot array antenna 


(electromagnetic simulation results) 


 


 


 
Fig. 8 Eight-element double slot array antenna  


with fixed phase shifter 


 







 
Fig. 9 Beam patterns of 8-element beam-forming antenna with 


fixed phase shifter (electromagnetic simulation) 
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Fig. 10 Reflections of 8-element beam-forming antenna 


(electromagnetic simulation) 


 
(a) Beam patterns 
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(b) Reflections 


Fig. 11 Characteristic of 8-element double slot array antenna  
(measurement) 


 
(a) Comparison between simulation and measurement 


(Phase combination 00003333) 
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(b) Comparison between simulation result and corrected 


measurement result (Phase combination 00003333) 


Fig. 12 Loss consideration in measurement 


 


The gain reduction in measurement results was examined. 


As an example, the phase combination of 00003333 was 


examined. The comparison between simulation and 


measurement results are shown in Fig. 12. In Fig. 12 (a), the 


peak gain of measurement result is 3dB smaller than 


simulation one. However, when this reduction is corrected like 


Fig. 12 (b), the beam shape is almost the same. This means the 


gain reduction was caused by loss increase. The beam patterns 


with 3dB loss correction are shown in Fig. 13. In the Fig. 13, 


the antenna gain was 13.5dB with 33degree in positive angle 


side. Thus the coverage in both sides is estimated at 66degree. 


Furthermore, the corrected measurement results were almost 


same as simulation results. For this reason, the designed 


double slot array beam-forming antenna is suitable for 


implementing in millimeter-wave communication systems 


since the antenna size is small (5mm * 20mm) and the gain is 


high (13.5dB). 


B. Loss analysis 


The loss analysis results are shown in Fig. 14. As Fig. 2 (a) 


shows, the one double slot antenna element gain is 9.3dB. Thus 


the gain of 8-element double slot array antenna is estimated as 


18.3dB theoretically since +9dB gain increases by the array 


effect of 8-element. However, the measured gain was 11.3dB 


as shown in Fig. 12, and it is 7dB lower than the theoretical 


gain. This 7dB gain reduction has been analyzed, and resulting 







the following: (1) gain variation by discrete phase shifter (1dB), 


(2) loss by mutual coupling (1dB), (3) loss by fixed phase 


shifter (2dB) , (4) loss by fabrication errors (3dB). The detail 


of fabrication errors were estimated to consist of reflection at 


connector (less than 1dB), effect of size errors (0.3dB~1.3db), 


conversion loss at connector (0.5dB~1dB), and the loss of 


conductor loss (0.5dB~1.5dB). When this antenna is 


implemented in the actual communication system, the loss of 


fixed phase shifter can be removed since the antenna is 


connected to RF phase shifter chips. The future work is 


performance validation of a beam-forming antenna connected 


with phase shifter chip. 


V. CONCLUSION 


This paper has proposed the double slot antenna as high gain 


and small size antenna suitable for practical portable terminals 


in millimeter-wave communication system. The heuristic 


computer simulations have shown the 13 unique beam patterns 


are enough for 8-element array beam-forming antenna beam 


control. The Eight-element double slot array antennas with the 


calculated phase combination have been fabricated and 


measured for performance validation. The measured results 


agree with simulation results, and show the gain of designed 8-


element beam-forming antenna is a 13.5 dBi with 66 degree of 


antenna steering coverage and the size of one is small 


(5mm”20mm). Thus the proposed double slot antenna is good 


enough to be used for beam-forming antenna in millimeter-


wave communication systems. 
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Abstract- This communication presents a new double-shell 


integrated scanning lens antenna, based on the Bifocal and the 
Abbe sine condition approaches. The lens was designed using the 
authors optimized design rules described in [1]. The lens is 
intended to scan a high directivity beam within the [-16º, 16º] 
angular interval, with low gain scan loss at millimeter waves. 
Target specifications at 62.5 GHz are full beam width of 8º 
at -10 dB level (31 dBi directivity) and maximum gain scan loss 
lower than 1 dB. The lens diameter is 70 mm. 


I. INTRODUCTION 


Integrated dielectric lens antennas have been used in several 
millimeter wave applications where they transform the feed 
radiation pattern into a prescribed shaped output radiation 
pattern. Integrated lens examples can be found for radio-
astronomy [2], wireless communications [3]-[4], satellite 
communications [5], ultra-wideband communications (UWB) 
[6]-[7], etc. Integrated dielectric lenses can be used as scanning 
or multi-beam antennas: an array of feeds is integrated at the 
base of the lens to produce equal number of focused output 
beams, each one with a prescribed tilt angle. 2D lens antennas 
have been studied for scanning applications [8]-[9] but they 
only allow focusing the beam in one of the main planes. 
Alternatively, a full 3D lens can be use to shape the radiation 
pattern in both planes. Common integrated 3D scanning lenses 
are mostly based on canonical shapes like the extended 
hemispherical, hyper hemispherical or elliptical [10]-[12]. 
However, for increasing off-axis feed positions, the usual 
problem of beam degradation and increase of internal 
reflections cannot be mitigated during lens design process, 
since those canonical configurations have a fixed lens shape, 
not allowing its optimization. In [13], the authors have 
presented a shaped scanning lens with improved performance. 
However, the lens was designed using the Abbe sine condition 
from geometrical optics, where the important relation between 
the feed off-axis position and the off-set output angle is absent 
from the formulation. Therefore, a trial and error approach was 
necessary to find the best lens shape. Based upon a Bifocal 
design procedure, the authors were able to find a set of closed 
form expressions that relate the Abbe design parameters to the 
usual parameters of a scanning lens enabling a straightforward 
optimized design [1]. 


This communication presents a new double-shell integrated 
scanning lens antenna which was designed making use of the 
Abbe sine condition formulation for a double-shell lens, 
complemented with additional scanning information like the 


maximum feed off-set position and its associated scanning 
angle [1]. 


II. LENS DESIGN 


When designing axial-symmetric scanning lenses, a very 
common and well known design procedure is the Bifocal 
approach. The Bifocal design establishes a direct relation 
between two maximum focal points, -a and a, with the 
direction of the exiting rays , and -, see Figure 1. With this 
formulation, for a scanning angle comprised within ±, the 
feed optimum location corresponds to a parabolic arc, centered 
at (0, -). The number of lens profile points obtained from the 
Bifocal design procedure is not user controlled, being 
dependent on the lens parameters. Generalization of the 
Bifocal design for a double-shell integrated lens shows that the 
number of points that define both surfaces becomes especially 
scarce. Interpolation is required to smooth the surface, but 
although good approximations can be achieved, the radiated 
rays accumulate residual refraction errors at the two lens 
interfaces, degrading the lens performance. The lens axial 
depth is defined by F and T, for the inner and outer shell height 
respectively. 


As an alternative, the Abbe design approach allows 
obtaining a scanning lens with complete control over the 
number of points in the lens profile. Lens axial thickness is 
defined by ܨ ൌ ܨ  ߜ  and ܶ , for the inner and outer shell 
respectively, Figure 1. The Abbe sine condition is satisfied 
when the intersection points of the extended rays departing 
from the on-axis sensor and the corresponding extended 
transmitted rays all lie on a circumference centered at the 
sensor, with radius ݂  [14]. The lens profile can be obtained 
with good accuracy, however the design does not involve 
explicitly any scanning design parameters, thus requiring a trial 
and error design sequence until the desired scanning conditions 
are met. 


Because Abbe sine formulation parameters are not adequate 
for the design of an integrated scanning lens, an equivalence 
was developed between its design parameters and those from 
the Bifocal approach. Closed-form expressions for the lens 
design can be found in [1]; the same parameter naming is used 
in the present communication for convenience. The lens design 
and analysis were performed with the in-house ILASH 
software tool [15], which already includes the above 
mentioned lens formulation. 







 


Figure 1. Self-standing double-shell scanning lens profile. 


 
The lens is intended to produce multiple beams from 0º to 


18º, corresponding to multiple positions of the feed at the base. 
Selected materials for the inner and outer shells are MACOR 
(5.5 −݆0.063) and Polystyrene (2.55 −݆0.002). The lens is fed 
by the same waveguide feed described in [13] for 62.5 GHz 
operation. For scanning the beam, the feed is displaced along 
the lens base in the H-plane. The scanning MACOR-
Polystyrene lens dimensions ܨ ൌ 36݉݉ and ܶ ൌ 14݉݉ were 
chosen according to maximum available material diameter 
restrictions. For this material choice, the possible lenses and 
corresponding ݂ values are presented in the ሺܽ ⁄ܨ , αሻ plane in 
Figure 2. For constant ܽ value, the lenses with the larger radius 
and which normally suffer from lower internal reflections tend 
to be close to the red dashed line in Figure 2. 


 


 
Figure 2. Range of  ,a F   parameters for viable SDSL lenses, showing the 


correspondence with f F
e


 parameter. Example for 1 5.5r  , 2 2.53r  , 


0.39T F  . 


Based upon the inspection of some of those lenses with 
maximum scanning angle close to = 20º, a lens profile was 
chosen, see Figure 1. Corresponding locus in the ሺܽ ⁄ܨ ,  ሻߙ
plane is marked in Figure 2 with a white circle. The ray tracing 
of the scanning lens for the on-axis feed position and for the 
maximum feed displacement at ܽ ൌ 6݉݉  is presented in 
Figure 3. 


   


Figure 3. Ray tracing for on-axis feed position (ݔ	 ൌ 	0) and for the maximum 


off-axis feed position (ݔ	 ൌ 	6	݉݉). 


 


III. LENS ANALYSIS 


The simulated radiation patterns for the different feed 
positions are shown in Figure 4. All radiation patterns are 
referred to their maximum gain, enabling to observe gain scan 
loss. 


The overall simulated performance of the lens is presented in 
Table I considering both the case with and without material 
losses. The gain increase towards off-axis position is explained 
by the fact that the linear (plane) path that was chosen for feed 
scanning is not coincident with the lens focal arc at the origin, 
but instead crosses it near ݔ	 ൌ 	േ4.5	݉݉ . This is a 
compromise scanning path that leads to the highest gain with 
minimum scan loss. 
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Figure 4. Imaging lens simulated radiation pattern with waveguide feed: a) on 


axis feed position, E-plane in blue and H-plane in red; b) H-plane radiation 


pattern for x = 0, 1, 2, 3, 4, 5 and 6 mm; 


 


TABLE I 
SCANNING LENS PERFORMANCE PARAMETERS 


Feed 
position 


[mm]  


max 
[º] 


without material loss with material loss 
D 


[dBi] 
G 


[dBi] 
 [%] D 


[dBi] 
G 


[dBi] 
 [%] 


x=0 0º 31.4 30.6 83.2 31.4 25.7 27.4 
x=-1 3.5º 31.5 30.8 83.6 31.4 25.8 27.5 
x=-2 6.5º 31.6 30.8 83.1 31.6 25.9 27.3 
x=-3 10º 31.8 31.0 82.2 31.8 26.1 27.0 
x=-4 13.5º 32.1 31.2 80.7 32.0 26.3 26.6 
x=-5 16.5º 32.1 31.1 78.6 32.1 26.3 26.0 
x=-6 20º 31.9 30.7 75.7 31.9 25.9 25.0 


 


IV. LENS PROTOTYPE 


The lens was fabricated by milling technique. Each shell was 
machined separately. The shape of the inner shell allows it to 
be inserted into the outer shell, Figure 5. They are glued with a 
very thin resin layer with the same permittivity of Plexiglas. 
The waveguide feed (Figure 6) is attached to the lens base 
using a threaded fixture, Figure 7. This strut can slide across a 
limited range of distances at the base of the lens, enabling to 
control the feed off-axis position. 


 


 
Figure 5. Stand-alone scanning lens, meridional cut. 


 


 


Figure 6. Fabricated waveguide feed, for 62.5 GHz operation. 


 


   
Figure 7. Fixture for waveguide feed. 


 


A photograph of the lens is shown in Figure 8, enabling to 
see its external profile as well as its bottom part. Being 
transparent, the outer shell allows seeing the inner shell, 
although distorted by refraction. 


 


  
 


Figure 8. Stand-alone double-shell scanning lens: a) Lens prototype view; 


b) Strut used to fix the waveguide feed to the lens base. 
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V. MEASUREMENTS 


The measured radiation patterns for the on-axis feed position 
in the H-plane and E-plane are presented in Figure 9 and 
Figure 10, respectively. The graphic ordinate scale refers to 
antenna gain. 


 


Figure 9. Stand-alone scanning lens H-plane radiation pattern at f = 62.5 GHz; 


=0º, 180º cut, with on-axis waveguide feed. 


 


Figure 10. Stand-alone scanning lens E-plane radiation pattern at f = 62.5 GHz; 


=90º, 270º cut, with on-axis waveguide feed. 


 
The measured radiation patterns in the H-plane for the 


different feed displacements are superimposed in Figure 11 to 
give the overall behavior of the gain scan loss. The agreement 
between the measured curves and the corresponding ILASH 
simulated curve is quite good. Minor differences can be 
attributed to the difficulty to accurately position the feed at the 
correct off-axis distance, to feed misalignment in the 
polarization axis and to minor uncertainties in the 
determination of the materials permittivity. For off-axis feed 
position, it is observed that the agreement with simulations 
(especially the first shoulder level) tends to be worse on the 
side of the lens into which the feed is displaced off from the 
lens axis. If we go back to the ray tracing of Figure 3, it is seen 
that a total internal reflection region appears on that side of the 
lens, which is not completely well accounted by GO/PO 
because this corresponds to the onset of a surface wave [16]. 


Note that smaller total internal reflection regions already exist 
for the on-axis feed case. 


Gain increases with off-axis feed displacement because the 
lens focal arc is not plane and it intersects the lens base near 
ݔ ൌ 6	݉݉, as previously mentioned. Again from Figure 3, it is 
clear that output rays are more parallel for ݔ ൌ 6	݉݉ than for 
	ݔ ൌ 0	݉݉ . The beam shape is reasonably retained up to 
ݔ ൌ 5	݉݉, corresponding to a scan angle of the order of 16º. 


 


Figure 11. Stand-alone scanning lens (FL2) measured H-plane radiation pattern 


at f = 62.5 GHz, = 0º, 180º cuts, for waveguide feed positions x = 0, 1, 2, 3, 4, 


5 and 6 mm. 
 


Because radiation pattern phase (and in some cases also 
phase center position) cannot be measured, a limitation results 
in the determination of the measured Gaussissity. So, instead 
of using the expression presented in [17] to determine the 
Gaussissity we have used instead the following equation:  
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where ūp is a unit vector representing the polarization of the 
Gaussian beam, Ē is the measured electrical field amplitude 
components and 0 is the Gaussian width. This was used with 
the measured radiation planes for on-axis feed position. The 
best Gaussissity obtained for this frequency is presented in 
Table 2. 
 


TABLE II 
MEASURED GAUSSISSITY OF THE STAND-ALONE SCANNING LENS AT 


f = 62.5 GHZ WITH ON-AXIS WAVEGUIDE FEED. 


 Measured Simulated 
Gaussian width 4.3º 4.1º 


Gaussissity 84.96% 82.96% 


 
The lens input return loss was measured at the waveguide 


port, and so it includes the feed frequency dependence. The 
result is shown in Figure 12. The presented characteristic is 
mainly due to the feed dependence on frequency. This is 







confirmed by simulation and by the fact that a shift on the feed 
position does not affect significantly the frequency response. 


   
Figure 12. Input return loss of the lens, measured at the waveguide port, for on-


axis feed position (blue curve) and for off-axis feed position at x = - 4 mm 


(pink curve). 


 


VI. CONCLUSIONS 


This paper presents a double material lens, for stand-alone 
scanning applications, making use of the closed-form 
expressions shown in [1], that relate the maximum feed off-
axis position with its maximum off-set output angle. The lens 
beam shape is reasonably retained up to x = 5 mm, 
corresponding to a scan angle of the order of 16º with a scan 
gain loss of about 0.5 dB. 
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Abstract-Lenses are traditionally based on dielectric materials 


with their shape determined by the refractive index of the 
material in question and the desired focal distance. A dielectric 
substance inevitably causes some unwanted reflections at the 
interfaces between the lens and the background medium due to 
the mismatch of wave impedances on the two sides of the lens 
interface. Here we employ a simple way to partly overcome this 
problem by using a volumetric transmission-line network as a 
composite lens material. A design operating in the frequency band 
of 77 GHz—81 GHz is presented and its functionality is verified 
with numerical simulations. The designed composite lens is also 
compared to a dielectric analogous having the same shape and 
refractive index. 


 


I. INTRODUCTION 


Volumetric transmission-line networks have been 
successfully implemented as homogeneous, effective materials 
with exotic propagation properties [1],[2]. Here we employ a 
two-dimensional transmission-line network as a volumetric 
structure emulating a homogeneous magnetodielectric 
substance [3],[4],[5]. This medium can be used as a lens, 
focusing a plane wave into a point, or into a line as is done 
here. It is shown with numerical full-wave simulations that the 
proposed design exhibits a much lower level of reflections 
across the lens interfaces, than a conventional dielectric lens of 
the same shape. We use the same lens profile as in [4], but for 
operation in the millimeter-wave band, namely, in the 
frequency range from 77 GHz—81 GHz which is commonly 
used in automotive radar applications.  


A semi-analytical model is introduced and used in the design 
of the lens. Although accurate analytical models exist for the 
transmission-line network as such (see [1]-[5]), the tapered 
metal layer used to couple the electromagnetic waves between 
the background medium and a volumetric, periodical set of 
transmission-line networks has so far been designed 
numerically. In the design of lenses this is problematic, since 
the whole structure needs to be simulated in order to optimize 
the operation of the lens. This design procedure can be greatly 
simplified by using a semi-analytical model. In [6], we 
introduced a fully analytical model of tapers connected to 
transmission-line networks. In this work, we modify that 
approach so that the transmission-line network is modeled 
numerically and this numerical result is combined with the 
analytical model of the tapers. This approach enables accurate 
but still very fast modeling and design of the structure 


dimensions, since the characteristics (wavenumber, impedance) 
of the network are taken into account better than in the fully 
analytical model of [6]. 


 


II. PROFILE OF THE LENS 


The dielectric lens profile is designed with the well-
established equations employed when the focal distance and 
refractive index of the lens material are known. In this work, 
one interface of the lens is planar and the other has the same 
profile as in [4], while the refractive index n of the medium 
comprising the lens is assumed to be 16.266.4 ≈=n . 
A dielectric lens with this refractive index will be the reference 
case, with which we will compare the transmission-line based 
structure. The transmission-line lens has the same shape as the 
dielectric one, but it is comprised of stacked two-dimensional 
transmission-line networks. The lens profile is illustrated in Fig. 
1. The analytical equation of the lens profile reads [7] 


 
               y2=(n2-1)(x-F)2


 
+2(n-1)F(x-F),             (1) 


where F is the focal distance. In this case, we select F=80d, 
where d is the period of the transmission-line network. The 
thickness of the lens (in the direction parallel to the optical axis) 
equals 10d and the width of the lens is 64d. 
 


 
 


Figure 1. Lens profile. Only half of the lens is shown since the lens is 
symmetric with respect to the xz-plane at y=0. The grey squares illustrate unit 
cells of the structure. The thick black line represents the solution of (1) with 


F=80d. 







III. STRUCTURE OF THE TRANSMISSION-LINE NETWORK AND 
THE TAPERS 


The transmission-line network is comprised of parallel strip 
transmission lines, such that the lines form a two-dimensional 
network [3],[4]. The geometry of the used transmission-line 
network is shown in Fig. 2. The dielectric material used in the 
model has the relative permittivity 2.33 and loss tangent 0.02.  


Wave propagation outside the transmission lines is 
prohibited by metal pins having the radius r. By cascading the 
unit cells of Fig. 2 in the xy-plane, one can form a composite 
lens as illustrated in Fig. 1. Then by stacking these layers 
periodically along the vertical (z-) direction, one can create a 
volumetric structure, i.e., a volumetric composite lens. In the 
following we will consider the lens to be infinitely periodic in 
the z-direction. 


 The dimensions of the unit cell are chosen so that the 
periods (d in the xy-plane and H along the vertical direction) 
are small compared to the wavelength. Therefore, we choose 
d=0.3 mm and H=0.7 mm. The other parameters of the unit 
cell read w=0.05 mm, t=0.035 mm, h=0.5mm, and r=w/4. The 
ratio h/w is chosen to be large to obtain a reasonably high value 
for the impedance of the network [3,4]. 


The metal tapers, used to couple the electromagnetic waves 
between the background medium (free space) and the 
transmission-line network, are similar to the case studied in [6], 
except that here the tapers are embedded in the same dielectric 
material as the transmission lines. One end (the end with the 
height h) of each taper is connected with the transmission-line 
network and the other end (with the height H) connects to the 
background medium, i.e., free space in this case. See Fig. 3 for 
the geometry of the tapers.  


 
 
 


 
Figure 2. Unit cell of the transmission-line network. The transmission-line 


strips (orange) are sandwiched between dielectric layers (grey). 


 


 
Figure 3. Taper for coupling electromagnetic waves between the background 


medium and a transmission-line network. 
 


IV. ANALYTICAL MODEL FOR THE TAPERS 


    The approach to provide an analytical model for the tapered 
structures adopted in this work is similar to that described 
thoroughly in [6]. Therefore, we are simply flashing the basic 
features of the employed technique, avoiding detail. To 
manipulate the fields inside tapers, we make a “step 
approximation” of the inclined planes by “chopping” the 
internal region into a large number U of subregions, as 
indicated in Fig. 4. Once the parameter U is chosen high 
enough, the heights of two successive coplanar components are 
almost equal to each other. Thus, we can express the fields in 
each of the components in terms of the single dominant mode, 
which is not dependent on the z-coordinate. 
 


 
Figure 4. The taper filled with a host material is “chopped” into a large number 


of U subregions of equal length. 







    To determine the field distribution in each cell, we 
implement the well-known mode matching procedure. The 
adopted form of single-mode transmissions and reflections is 
not only reasonable for large U, but it renders the method more 
numerically effective and robust as well. The derived 
expressions have been evaluated and found to exhibit excellent 
coincidence with the corresponding numerical simulation 
results for arbitrary variations of the input parameters.   
 


V. NUMERICAL RESULTS FOR TRANSVERSALLY INFINITE 
COMPOSITE SLABS  


The analytical model of Section IV is used in the lens design 
by optimizing the dimensions of the taper. In this way, we 
avoid the need to make extensive numerical optimization of the 
whole lens structure. Our approach is semi-analytical, since we 
combine the analytical model of the tapers with a numerical 
model of the unit cell of the transmission-line network. This 
numerical model is obtained by simulating one unit cell of the 
transmission-line network (see Fig. 2) and obtaining the S-
parameters of the cell. Here we use the finite-element-method 
(FEM)-based commercial full-wave simulation software Ansys 
HFSS. The unit cell of Fig. 2 is modeled as a periodic structure 
by assigning perfect electric walls (xy-planes) and perfect 
magnetic walls (xz-planes) on the outer boundaries of the 
model. The S-parameters are calculated by assigning ports on 
the two yz-planes. The mode of our interest has the electric 
field parallel to the z-axis. These simulations were carried out 
with the dimensions of the unit cell given in Section III.  


From the numerically obtained S-parameters of one unit cell, 
we can analytically obtain the transfer matrix (T-matrix) of this 
module, Tuc. Then, the T-matrix of N cascaded unit cells is 
simply (Tuc)N


                             T


. Now we can combine the analytical model of 
Section IV with this slab of N unit cells, by multiplying the 
various transfer matrices as follows 


tot=T taper1(Tuc)NT taper2
where T


,                         (2) 
taper1 and T taper2


Based on (2), we find the transfer matrix for the whole slab, 
i.e., T


 are the analytically obtained T-matrices 
of the two tapers on the opposite sides of the slab. 


tot


To verify our semi-analytical model, we have used (2) to 
calculate the reflection and transmission coefficients for 
various slab thicknesses and with several lengths L. These 
values for a specific slab, obtained with the semi-analytical 
model, can then be compared to numerical results of the whole 
structure. In Figs. 5 and 6 we show the results for two  
different slabs, one with thickness N=5 and the other with 
thickness N=10. Two values of L are studied for both cases. 


. Implicitly, we can analytically calculate the reflection 
(ρ) and transmission (τ) coefficients of a slab which has tapers 
on both sides and a transmission-line network of thickness N 
unit cells along the wave propagation direction (along x-axis). 
Note that this slab is infinitely periodic along the y-axis and the 
z-axis, which means that we are modeling a transversally 
infinite slab having the thickness Nd+2L. 


 
(a) 


 
(b) 


 
Figure 5. Reflection and transmission for a transversally infinite slab with the 


transmission-line network having the thickness 5d. (a) L=1 mm. 
(b) L=1.2 mm. 


 
 
It is apparent that the semi-analytical model describes the 
behavior of the slabs very accurately, so that this model can be 
readily used in finding the optimal dimensions of the tapers. 
 


VI. NUMERICAL RESULTS FOR A COMPOSITE LENS  


The approach described in the previous section can be used    
to optimize the dimensions of a transmission-line composite    
lens, such as described in Section II. Each unit cell of this lens 
has the geometry presented in Fig. 2 and the dimensions given 
in Section III. We have used the semi-analytical model of 
Section V to find the optimal dimensions of the tapers, so that 
the reflections are minimized and transmission maximized for 
all slab thicknesses from 6d to 10d (see Fig. 1), in the 
frequency band from 77 GHz to 81 GHz. Since the dimensions 
of the unit cell dictate the values for h, H, and d, the only 







 


 
(a) 


 
(b) 


 
Figure 6. Reflection and transmission for a transversally infinite slab with the 


transmission-line network having the thickness 10d. (a) L=1 mm. 
(b) L=1.2 mm. 


 
parameter left to optimize is L. We studied the effect of L, with 
a step of 0.1 mm, on the reflection and transmission for slabs 
with the aforementioned thicknesses and found that, according 
to the semi-analytical model, the optimal value is L=1 mm. 
   To finally verify that the actual lens operates as expected, we 
have made a numerical study of the whole lens by using the 
same unit cell dimensions as before and L=1 mm. The structure 
is modeled as being infinitely periodic along the z-axis, but it is 
finite in the y-direction, with the width of the lens being equal 
to 64d=19.2 mm. The results obtained with this composite lens 
are compared to numerical results for a dielectric lens having 
exactly the same profile and relative permittivity equal to 4.66 
and the loss tangent of 0.02 (i.e., the same loss tangent as in the 
dielectric in the composite lens). These two lenses are then 
numerically simulated in Ansys HFSS and the resulting 
reflection and transmission coefficients are presented in Fig. 7. 
It is evident that the reflections are quite strongly mitigated in 


the transmission-line lens, when compared to the dielectric lens. 
It is also notable that the improvement in the reflection 
coefficient is not achieved with higher losses inside the lens, 
since the transmission coefficient is, in almost the whole 
frequency band of interest, higher in the case of the 
transmission-line lens. 
   To further demonstrate the operation of the two lenses, we 
show the simulated electric field distributions, at the frequency 
79 GHz, in Figs. 8 and 9. In the case of the composite lens, the 
incident wave is well preserved on the other side of the lens 
due to very low level of reflections from the lens. Also inside 
the lens, the waveform is well preserved. As for the dielectric 
lens, the fields are much distorted both outside and inside the 
lens, due to reflections at the two lens interfaces. 
 
 


 


(a) 


 


(b) 


 


Figure 7. Simulated reflection (a) and transmission (b) coefficients for a 
dielectric reference lens and a composite transmission-line lens. 







 


Figure 8. Snapshot of the simulated time-harmonic electric field (V/m) at the 
frequency of 79 GHz, in the case of the composite transmission-line lens. The 
incident plane wave, travelling in the +x-direction and having the electric field 


parallel to the z-axis, has the magnitude 1 V/m. 


 


VII. CONCLUSIONS  


   We have demonstrated a composite transmission-line lens 
design, the dimensions of which are optimized using a semi-
analytical model. The composite lens was designed for 
operation at millimeter-wave frequencies, namely, in the 
frequency band from 77 GHz to 81 GHz. Operation of the lens 
is verified with numerical full-wave simulations. The operation 
of the designed lens is compared to a traditional dielectric lens, 
in terms of the levels of reflection and transmission through the 
lens. It has been shown that the level of reflections is much 
smaller in the case of the composite lens. It is also shown that 
the lower level of reflections is not caused by higher losses 
inside the composite lens. 


 


Figure 9. Snapshot of the simulated time-harmonic electric field (V/m) at the 
frequency of 79 GHz, in the case of the dielectric lens. The incident plane 


wave, travelling in the +x-direction and having the electric field parallel to the 
z-axis, has the magnitude 1 V/m. 
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Abstract— This paper describes the scope and on-going activities 


of the ESF Research Networking Program entitled “New 


frontiers in mm / sub-mm waves integrated dielectric focusing 


systems” (acronym “NEWFOCUS”).  


I. INTRODUCTION 


At millimetre (mm) and sub-mm waves ( f > 30GHz), 


moderate or high-gain radiating structures are key devices to 


establish point-to-point and point-to-multipoint radio links for 


far-field and near-field applications. In this frame, quasi-


optical technologies, and in particular integrated dielectric 


focusing systems, are very attractive due to their promising 


figure of merit in terms of performance and cost. 


To promote this rapidly developing research domain, a 


research and network project entitled “New frontiers in mm / 


sub-mm waves integrated dielectric focusing systems” 


(acronym NEWFOCUS) has been recently proposed to and 


supported by the European Science Foundation (ESF) under 


the Research Network Program (RNP) scheme. The running 


period of RNP NEWFOCUS is five years from June 2010 to 


June 2015. 


The major goal of NEWFOCUS is to gather and share 


expertise and know-how on dielectric focusing systems (and 


feeds) spread all over Europe in order to strengthen and 


consolidate education and research in this field. More 


precisely, the twelve NEWFOCUS partners from Austria, 


Belgium, Croatia, Finland, France, Germany, Italy, Portugal, 


Switzerland, The Netherlands, UK, and Ukraine (Fig. 1) will 


focus their networking activities onto generic integrated 


dielectric focusing systems and their associated feeds / sensors. 


II. TECHNOLOGIES IN THE CORE OF THE PROJECT 


The main antenna technologies covered by NEWFOCUS 


are highlighted in Fig. 2. This includes any integrated 


dielectric focusing / collimating system built from arbitrary 


focusing devices combined with a set of arbitrary primary 


feeds (emitting mode, antennas) or detectors (receiving mode, 


integrated electromagnetic sensors): 


� The focusing device is usually built from a set of 


dielectric or metal-dielectric lenses of various shapes 


and sizes, and made of different constitutive materials, 


� The feeds and detectors are 2-D or 3-D, passive or 


active devices that can be integrated at the “system” 


base and arranged into arrays, e.g. for the design of 


reconfigurable, beam forming or beam steering 


antennas and high-resolution receiving / surveillance / 


diagnostic / imaging systems. 
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Fig. 1. Institutions involved in NEWFOCUS. The chair and the steering 


committee (SC) members’ affiliations are indicated with red and green marks, 
respectively. The SC guest members are marked in blue.  


 


 


Fig. 2. Technologies covered by NEWFOCUS. 


 


Such systems play important roles in a wide number of 


applications ranging from microwaves to THz and requiring 


beam shaping, beam switching, beam steering or multiple-


beam capabilities. A non-exhaustive list of applications is 


given below: 


� Broadband high data-rate indoor (smart home, gigabit 


offices) & outdoor wireless communication systems 


around 38 GHz and 60 GHz,  


� Wireless Personal Area Networks (WPANs) in the 60-


GHz band, 


� Intelligent Transport Systems (ITS), e.g.: 


– Short range / long range / multi-function automotive 


radars at 77 GHz and, in the near-future, from 77 GHz 







to 81 GHz for ultra wide band (UWB) high-resolution 


short range radars,  


– Road Traffic & Transport Telematics at 63/64 GHz 


for communications between vehicles, as well as 


between vehicles and infrastructures, 


� Communications with LEO, MEO and GEO satellites 


in Ku-, Ka- and Q-bands (domestic and professional 


users, communications with moving platforms like 


high-speed trains, etc.), 


� Communications with high-altitude platforms (HAPs), 


� Communications between satellites, aircrafts, and 


between ground and civil / military aircrafts in Ka band, 


� Passive and active imaging / sensing, security and 


surveillance systems in public areas (airports, stations, 


etc.) at mm and sub-mm waves, 


� Instrumentation (time-domain or frequency-domain 


spectroscopy, quasi-optical receivers and systems, 


reference antennas for time-domain measurements, 


diagnostic procedures, non-destructive testing 


applications, plasma studies). 
 


III. CURRENT STATUS OF RESEARCH IN EUROPE 


The research in Europe in the field of interest of 


NEWFOCUS is active. Nevertheless, the research effort is 


spread among many research centres (universities, agencies, 


etc.). Many research studies are overlapping or duplicated; on 


the contrary, others are really complementary, and bridges 


between them must be built for creativity and innovation. On 


the other hand, due to the wide diversity of existing 


technologies (Fig. 2), a variety of complementary 


electromagnetic modelling techniques (modal decompositions, 


high-frequency and asymptotic methods, integral equations, 


time-domain approaches, multi-scale and multi-grid methods, 


etc.) and CAD tools has been developed over the past ten 


years.  


Although there was a number of projects supported by 


national funding agencies and EU (e.g. under the FP7 


program), they only gathered a limited number of partners and 


did not cover the whole spectrum of expertise and know-how 


that are required to promote research into the design and 


synthesis of integrated dielectric focusing systems. 


IV. NEWFOCUS OBJECTIVES 


The main objectives are the following:  


� Development of advanced electromagnetic modelling 


techniques using complementary formulations for the 


analysis, synthesis and optimizations of integrated 


dielectric focusing systems,  


� Implementation of powerful CAD tools,  


� Consolidation of research efforts aimed at innovations 


in the mm and sub-mm technologies with a particular 


emphasis on integrated dielectric focusing systems, 


� Benchmarking measurement facilities at mm and sub-


mm waves,  


� Promotion of researchers’ mobility. 


V. NEWFOCUS ACTIVITIES 


Several activities are carried out to reinforce research, 


researchers’ mobility, and education in the field of 


NEWFOCUS, such as organization of scientific meetings, 


educational courses, and distribution of travel grants for 


exchange visits between research laboratories. These actions 


will be undertaken in close collaboration with the European 


Association on Antennas and Propagation (EurAAP) and the 


European School of Antennas (ESoA). A few examples of 


recent NEWFOCUS activities are provided below. 


A. Scientific meetings 


NEWFOCUS provides support for scientific meetings 


(conferences, workshops, schools, etc.) on topics within the 


scope of the Program and with a European or international 


dimension. A few examples of such meetings are the following: 


� Workshop “New frontiers in mm/submm wave 


antennas” in the frame of International Conference on 


Applied Electromagnetics and Communications 


(ICECom-2010), Dubrovnic, Croatia, Sept. 23, 2010. 


This workshop consisted of 12 oral presentations given 


by authors from France, Italy, Turkey, Spain, Portugal, 


the Netherlands and Russia. The list of covered topics 


included new dielectric materials, novel radiation 


principles, and innovative UWB and reconfigurable 


dielectric and discrete lens antennas for mm-wave band 


applications with particular emphasis on 60 GHz. 


� Convened session “Focusing systems, lenses, and 


reflectors” in the frame of 5
th
 European Conference on 


Antennas and Propagation (EuCAP-2011), Rome, Italy, 


April 11-16, 2011. This session will consist of 10 oral 


presentations given by author from France, Spain, 


Portugal, Finland, Italy, Australia, USA, and Ukraine. 


The topics to be discussed design, optimization and 


fabrication of dielectric and discrete lens antennas as 


well as multi-element lens/reflector focusing systems 


for communication and imaging at mm and THz ranges.  


� Special Session / workshop “New frontiers in mm/sub-


mm waves integrated dielectric focusing systems” 


during the ESA Workshop on MM-Wave Technology 


and Applications and the Global Symposium on MM 


Waves held in the frame of MM-wave Days 2011 (23-


25 May 2011, Espoo, Finland). This workshop consists 


of 8 oral and 1 poster presentations given by authors 


from Finland, France, Italy, Korea, Netherlands, 


Portugal, Spain, UK, and Ukraine. The topics covered 


include design and fabrication of advanced integrated 


lens antennas for communication and imaging systems.  


Proposals for additional scientific meetings are welcome. 


Priority will be given to meetings taking place in countries 


that financially support the Program, and the applicants should 


be established researchers based in a country in which the ESF 


has a member organization. 







B. Educational courses 


A post-graduate course on integrated lens antennas and 


quasi-optical technologies and systems will be organized in 


the framework of ESoA in 2011. More details will become 


available soon at [1]. 


Contributions of NEWFOCUS to other ESoA courses are 


also planned (imaging systems, THz technologies).  


C. Research & Researchers’ mobility 


NEWFOCUS offers travel grants for exchange visits 


between research laboratories working in the field of the 


Program. There are two types of travel grants available to 


support of researchers’ mobility associated with NEWFOCUS:  


� Short visit grants of up to 15 days,  


� Exchange visit grants from 15 days to 6 months. 


The grants are competitively awarded on the basis of the 


scientific merit of the proposed research projects and their 


relevance to the Program.  


The recently supported projects are the following: 


� D.M. Natarov (1-months exchange visit, finished). This is 


a joint project between IRE, Ukraine and IETR, France. It 


is entitled “Resonances in the scattering and focusing of 


waves by periodically structured ensembles of metal and 


dielectric wires”. This is beginning of a complex work into 


the study of the 2-D wave scattering and focusing by 


discrete reflectors and lenses made of large collections of 


periodically structured sub-wavelength-size circular 


cylindrical scatterers, i.e. wires. Research efforts were 


concentrated on the analysis and characterization of the 


“grating resonances” in the linear grids of up to 3200 


dielectric and imperfect-metal wires. 


� A.V. Boriskin (6-months exchange visit, finished). This is 


a joint project between IRE, Ukraine and IETR, France 


entitled “Design of quasi-3D integrated lens antennas”. 


The goal is to develop a synthesis-oriented CAD tool 


based on the Muller's boundary integral equations 


combined with the analytical regularization technique and 


to perform the preliminary synthesis of quasi-3D (shaped 


planar slab and cross-type) integrated lens antennas. Such 


antenna configurations promise a number of advantages 


including light weight and good aperture efficiency. 


� M. Bosiljevac (6-months exchange visit, finished). Entitled 


“New focusing devices based on periodic surfaces”, this 


joint project between Univ. Zagreb, Croatia and Univ. 


Siena, Italy aims at developing and characterizing new 


feeding and transmission structures for lens antennas 


which can simultaneously provide focusing properties. 


These devices are based on the modulation of the 


parameters of planar periodic surfaces that allows us to 


carefully control the path of electromagnetic waves and 


even focus them in the same manner as it is done with 


dielectric lenses. A great benefit of this concept lies in the 


fact that it can be realized on standard planar substrates, 


making the manufacturing process very simple and low-


cost. One potential application of this concept is an H-


plane horn housing a Luneburg lens designed using the 


mentioned principle. 


� M.V. Balaban (6-months exchange visit, ongoing). This 


joint project entitled “The scattering and focusing of 


electromagnetic waves by a thin dielectric disk” is 


between IRE, Ukraine and IETR, France. It is aimed at the 


building of new analytical-numerical method of solving 


wave scattering by thin material disks. Full-wave 


consideration involves generalized boundary conditions, 


dual integral equations in spectral domain, extraction and 


full inversion of their singular parts, and eventually 


efficient discretization. The attention is concentrated on 


the scattering by a single uniform dielectric disk and two 


stacked disks and associated resonances. 


� M. Beruete (2-weeks short visit, ongoing). This is a joint 


project between Univ. Navarre, Spain and Univ. Lille, 


France. It is entitled “Terahertz extraordinary transmission 


antennas”.  


� V. Bulygin (1-week short visit, scheduled for April). This is 


a joint project between IRE NASU, Ukraine and University 


Roma III, Italy entitled “Near field focusing and radar cross 


section for a finite paraboloidal screen”. 


� A.I. Nosich (2-weeks short visit, scheduled for April). This 


is a joint project between IRE NASU, Ukraine and 


University Roma III, Italy & IETR, France entitled 


“Mathematical and numerical modelling of dielectric 


lenses, resonators, and lasers using boundary integral 


equations”.  


 


The NEWFOCUS program will be presented in detail 


during the conference (objectives, partners, grants, application 


guidelines, etc.). Recent achievements obtained in the frame 


of some of the grants mentioned above will be also discussed. 


VI. CONCLUSIONS 


The program is open to everyone. Applications for all the 


activities are to be submitted online and will be considered on 


a continuous submission basis. Details of the calls and 


submission rules are available at the NEWFOCUS website [1]. 
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Abstract-In this paper, we present a fully automatic radiation 


pattern measurement setup for 60 GHz LTCC antennas. First, a 
detailed description of the mechanical and the RF parts of the set-
up is provided. Then, the 3D radiation pattern measurements of 


several probe-fed antennas realized on a Low Temperature Co-
fired Ceramic (LTCC) substrate are compared with simulations 
and measurements done at VTT when the antennas are fed by a 


connector. These experiments demonstrate the possibility to 
accurately measure the radiation of probe-fed antennas with 
distinct directions of radiation.   


I. INTRODUCTION 


In recent years, the increasing need for higher data rates in 


consumer applications has raised a lot of interest in developing 


low-cost radio solutions for millimeter-wave frequencies, 


especially for the 60 GHz frequency band. Efficient antennas 


with a wide operational bandwidth are in a key role when 


fulfilling the link budget requirements at millimeter-wave 


frequencies. For example, microstrip patch antennas with 


broadside beams are good candidates for millimeter-wave 


radios [1]. However, in some specific applications and 


environments, an end-fire type radiation pattern is more 


desirable [2]. LTCC has been proven to be a very suitable 


technology for processing of passive millimeter wave 


components and antennas on a low loss ceramic substrate. To 


measure the radiation pattern of such 60 GHz antennas, some 


solutions exist. But in most of the case, the radiation pattern 


measurement can only be achieved in limited cut-planes with a 


manual rotation of the receiving antenna [3-4]. 


In this paper, we propose to precisely describe and use a 


fully automatic measurement setup, as in [5], able to measure 


almost the full 3D radiation pattern of probe-fed antennas in 


the 60 GHz frequency band. The measurements of those 


antennas have already been reported when being connector-fed 


in [1-2]. The antennas are manufactured on LTCC ceramic 


process and can be integrated with a radio module or flip-chip 


mounted on a mobile device circuit board. This paper will 


focus on their radiation pattern measurement, as some of them 


radiate in the broadside direction and others radiate end-fire 


beams. The measurement results will be compared with 


simulations and measurements done at VTT. These 


experiments demonstrate the possibility to accurately measure 


the radiation of probe-fed antennas with different directions of 


radiation.   


II. MEASUREMENT SETUP 


A schematic view of the setup is presented in Fig. 1. The 


mechanical part is one of the most innovative pieces of this 


setup. Two rotating arms made in aluminum are used to scan 


the sphere around the AUT, the second, being sufficiently rigid 


to both hold the mixer and the receive horn antenna. To 


comply with the far field criterion at 60 GHz, the distance 


between the receive horn and the AUT is chosen to be 


approximately 20 cm. Therefore, we are able to measure 


antennas with a largest dimension D being 22 mm. Another 


important consideration, to be able to accurately measure the 


radiation below the substrate of the AUT, is to get rid of the 


metallic chuck usually used in probe-based measurements for 


microelectronics [4], because such a large piece of reflective 


material affects strongly the radiation. Our system uses 


specifically fabricated FR4 or foam AUT holders which are 


screwed to a special rigid polyurethane carrier. This carrier 


helps greatly in maintaining the metallic positioner as far as 


possible from the volumic area to be scanned (Fig. 2).  


 
Figure 1. Schematic view of the radiation setup. 


 







 
Figure 2. Picture of the 3D positioner (metal), the rigid polyurethane custom 


made carrier (blue) and a special FR4 holder for an LTCC antenna. 


This setup fits in less than 1m
3
 and the synthesizer, spectrum 


analyzer, the rotation and the translation of the arms trough 


servo-motors are all controlled by a computer (GPIB and serial 


port), using a custom-made Labview code. The total 3D 


measurement of one antenna is completed in 2 hours. The 


setup has an overall uncertainty of ± 1 dB for the computed 


realized gain of any antenna. 


III. LTCC END-FIRE ANTENNA ELEMENT 


A. Design 


The first 60 GHz antenna presented in this work is a planar 


dipole embedded inside an LTCC substrate and is fed by a 


microstrip line on the top. The operation of the antenna is 


based on radiation of a TE0 surface wave, launched by the 


dipole, from a finite substrate having a high dielectric constant 


of 5.9 such as LTCC. A slot at the center of the microstrip 


ground plane acts as a balun and provides the differential feed 


for the dipole element [6]. The reactive part of the input 


impedance is controlled with an open stub similar to the one 


used, for example, in an aperture-coupled patch antenna. A 


reflector, i.e., a wide ground plane can be used on the lower 


part (-y-direction) of the antenna to obtain radiation into the 


upper hemisphere (+y-direction). For more omni-directional 


operation, the reflector can be excluded. 


The end-fire antenna was optimized to have wideband 


impedance characteristics and a broad radiation pattern using 


the commercial EM simulator Ansoft HFSS. The antenna 


consists of three Ferro A6-M LTCC tape layers having εr = 5.9, 


tanδ = 0.0015, and the tape thickness h1 = 90 µm. Used gold 


paste has a conductivity of ζAup = 7.0.10
6
 S/m. The antenna 


simulation model is shown in Fig. 3.  


B. Reflection Coefficient Measurement 


The reflection coefficient of the antenna element was 


measured on a probe station using a GSG probe with 150 µm 


pitch. The measurement results are shown in Fig. 4 together 


with the simulated ones.  


 
Figure 3. End-fire antenna simulation model in HFSS with corresponding 


coordinate system. 


Simulations were carried out with microstrip-mode 


excitation (”wave”) using a wave port in the HFSS. Another 


simulation (”lump”) was done in which the GSG probe pads 


were included and a lumped port was used as the excitation. It 


is seen that the probe transition shifts the center frequency 


downwards but the |S11| remains good in shape. The LRRM 


calibration standards were used in the measurements and the 


effect of the probe pads is seen in the results. Three samples 


were measured and the results are very similar with each other. 


The double resonance behavior is observed. The measured |S11| 


is below 10 dB between 53– 59 GHz and 65–68 GHz and rises 


to a maximum value of  6.8 dB at 62 GHz.  


The difference between the simulated and the measured 


results is partly due to the manufacturing tolerances. Also, 


unfortunately, the probe pads of the diced antenna sample were 


short-circuited and the measurements had to be done from the 


undiced panels in which the nearby test structures may have 


some effect on the |S11| of the antenna under test. 


C. Radiation Pattern Measurement 


Radiation patterns were measurement in VTT’s anechoic 


chamber and with the LEAT setup presented in Sec. II. A 


special foam holder was fabricated for the antenna (Fig. 5). 


Radiation pattern measurement made in VTT of this antenna 


had already been published in [2]. Hence, we will focus this 


part on the measurement results obtained with the setup 


presented in Sec. II.  


The simulated and measured radiation patterns of the 


antenna element in the E- and H-plane are shown in Fig. 6-8. 


The H-plane and E-plane respectively correspond to the XY 


and YZ planes in Fig. 3. The patterns compare very well with 


the simulations. The cross-polarization level is below -10 dBi 


in the H- and E-planes at 60 GHz. As can be seen in Figs. 6-8, 


only a part of the E and H planes can be measured. This is due 


to the way the antenna is fed. The use of a microelectronic 


probe forbids us to move the antenna during the measurement. 


Hence, we cannot measure behind the probe where the micro-


positioner lies (Fig. 2). The magnitude difference in the E 


plane around Theta=330° is due to the probe itself which is 







blocking the signal coming from the antenna and going to the 


receive horn antenna (Fig. 8). 


As the match between simulation and measurement results is 


very good, we want to compare two sets of measurement data. 


The first one is provided by VTT and the antenna is then fed 


by a connector. A thin absorber sheet has to be inserted 


between then antenna and the connector to suppress any 


reflections from the metal connector. From [2], we can see that 


the coincidence between simulation and measurement is also 


very good.  Fig. 9 shows both measurement data. From these 


figures, we can hardly say if one setup is better than the other. 


However, we can raise some points. In the H-plane around 


Phi=0° and 180°, the values of the gain from the LEAT 


measurement are a bit higher than the ones obtained with the 


VTT measurement. But, looking at Fig. 6, they match the 


simulation data. The lower gain in the VTT measurement can 


be explained by the way the antenna is fed during the 


measurement. The absorber sheet may be interacting with the 


measurement by loading the near-field of the AUT. However, 


with the VTT set-up, the measurement of the whole H and E 


planes is possible. 
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Figure 4. Simulated and measured (probe station) reflection coefficients of the 


end-fire antenna. 


 
Figure 5. End-fire antenna and foam holder. 
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Figure 6. Simulated (blue solid line) and measured in LEAT (red dashed line) 


end-fire antenna co-polarization gain patterns at 60 GHz. The scale is from -50 


dBi to 20 dBi with 10 dBi steps. 
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Figure 7. Simulated (blue solid line) and measured in LEAT (red dashed line) 
end-fire antenna cross-polarization gain patterns at 60 GHz. The scale is from  


-50 dBi to 20 dBi with 10 dBi steps. 
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Figure 8. Simulated (blue solid line) and measured in LEAT (red dashed line) 


end-fire antenna total gain patterns at 60 GHz. The scale is from -50 dBi to 20 


dBi with 10 dBi steps. 


Finally, the LEAT setup is able to provide almost full 3D 


radiation pattern. Fig. 10 shows a comparison between 


simulation and measurement results of the end-fire antenna. 


The two data patterns are really close to each other. We 


obtained a simulated maximum total gain of 4.96 dBi in the 


direction Phi=125° and Theta=88° and a measured maximum 


total gain of 6.27 dBi in the direction Phi=140° and Theta=74°. 







 
Figure 9. Measured in VTT (red solid line) and measured in LEAT (red dashed 


line) end-fire antenna co-polarization gain patterns at 60 GHz. The scale is 
from -50 dBi to 20 dBi with 10 dBi steps. 


(a) (b)


 
Figure 10. Simulated (a) and measured in LEAT (b) end-fire antenna total 3D 
gain patterns at 60 GHz. The scale is from -20 dBi to 10 dBi with 5 dBi steps. 


IV. LTCC END-FIRE ANTENNA ARRAY 


A. Design 


The endfire antenna geometry enables its use in an antenna 


array. A small 1x4 linear array was designed in order to obtain 


a fan-shaped beam, i.e., a narrow radiation pattern in the 


horizontal plane and a wide beam in the azimuth plane, and 


therefore a higher total gain. A microstrip-line feed network 


was designed and Wilkinson power dividers were used to 


distribute power equally between elements (Fig. 11). 


B. Reflection Coefficient Measurement 


The simulated and measured reflection coefficients of the 


array are displayed in Fig. 12. The simulated and measured 


results of three samples agree very well with each other. 


 
Figure 11. End-fire antenna array simulation model in HFSS with 


corresponding coordinate system. 
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Figure 12. Simulated and measured (probe station) reflection coefficients of 


the end-fire antenna array. 


C. Radiation Pattern Measurement 


Radiation patterns were measured in VTT’s anechoic 


chamber and with the LEAT setup. A special foam holder was 


fabricated for the antenna (Fig. 13). Radiation pattern 


measurement made in VTT of this antenna had already been 


published in [2]. Hence, we will focus on the measurement 


results obtained with the LEAT setup. 


The simulated and measured radiation patterns of the 


antenna element in the E- and H-plane are shown in Fig. 14-16. 


The H-plane and E-plane respectively correspond to the XY 


and YZ planes in Fig. 11. The patterns compare very well with 


the simulations.  


 
Figure 13. End-fire antenna array and foam holder. 
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Figure 14. Simulated (blue solid line) and measured in LEAT (red dashed line) 


end-fire antenna array co-polarization gain patterns at 60 GHz. The scale is 


from -50 dBi to 20 dBi with 10 dBi steps. 
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Figure 15. Simulated (blue solid line) and measured in LEAT (red dashed line) 


end-fire antenna array cross-polarization gain patterns at 60 GHz. The scale is 
from -50 dBi to 20 dBi with 10 dBi steps. 
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Figure 16. Simulated (blue solid line) and measured in LEAT (red dashed line) 


end-fire antenna array total gain patterns at 60 GHz. The scale is from -50 dBi 


to 20 dBi with 10 dBi steps. 


As the match between simulation and measurement results is 


very good, we want to compare the two sets of measurement 


data. The first one is provided by VTT. The antenna is then fed 


by a connector. From [2], we can see that the comparison 


between simulation and measurement is also very good.  Fig. 


17 shows both measurement data.  


Fig. 18 shows a comparison between simulation and 


measurement of the end-fire antenna. The two patterns are 


really close to each other. The side lobes are more pronounced 


in the measurement. We obtained a simulated maximum total 


gain of 8.27 dBi in the direction (Phi=130° and Theta=91°) and 


a measured maximum total gain of 8.76 dBi in the direction 


(Phi=140° and Theta=92°). 


 
Figure 17. Measured in VTT (red solid line) and measured in LEAT (red 


dashed line) end-fire antenna array co-polarization gain patterns at 60 GHz. 


The scale is from -50 dBi to 20 dBi with 10 dBi steps. 


(a) (b)


 
Figure 18. Simulated (a) and measured in LEAT (b) end-fire antenna array 


total 3D gain patterns at 60 GHz. The scale is from -20 dBi to 10 dBi with 5 


dBi steps. 


V. LTCC PATCH ARRAY 


A. Design 


The LTCC patch antenna array has already been published 


in [1]. But, no measurement of this antenna had been 


performed. The antenna consists of a 2x2 planar array of 


aperture-coupled microstrip line-fed patch antennas 


(ACMPAs). The arrays are excited through the microstrip-line 


feed networks using Wilkinson power dividers. The antenna 


simulation model is shown in Fig. 19.  


B. Reflection Coefficient Measurement 


The simulated and measured reflection coefficients of 


ACMPA array are displayed in Fig. 20.  


C. Radiation Pattern Measurement 


No measurement of this antenna was performed in VTT. So, 


in this part, we will only compare the measurements results 


obtained in Nice to the simulation data. The simulated and 


measured radiation patterns of the antenna element in the E- 


and H-plane are shown in Fig. 21. The H-plane and E-plane 


respectively correspond to the XY and XZ planes in Fig. 19. 


The patterns compare very well with the simulations.  


As can be seen in Fig. 21, only a part of the H plane can be 


measured because of the probe feeding technique, but the 


whole E plane can be measured. Side lobes seem higher in the 


measurement than in simulation. 


 
Figure 19. ACMPA array simulation model in HFSS with the corresponding 


coordinate system. 







50 52 54 56 58 60 62 64 66 68 70
Frequency (GHz)


-50


-45


-40


-35


-30


-25


-20


-15


-10


-5


0
|S


1
1
| (


d
B


)


sim.


meas.


 
Figure 20. Simulated and measured reflection coefficients of the ACMPA 


array. 
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Figure 21. Simulated (blue solid line) and measured in LEAT (red dashed line) 


ACMPA array co-polarization gain patterns at 60 GHz. The scale is from -50 
dBi to 20 dBi with 10 dBi steps. 


Fig. 22 shows a comparison between simulation and 


measurement of the 3D gain pattern of the ACMPA array. The 


two patterns are really close to each other. The side lobes are 


more pronounced in the measurement and the main lobe seems 


broader. We obtained a simulated maximum total gain of 10.9 


dBi in the direction (Phi=190° and Theta=90°) and a measured 


maximum total gain of 11.8 dBi in the direction (Phi=180° and 


Theta=96°). 
(a) (b)


 
Figure 22. Simulated (a) and measured in LEAT (b) ACMPA array total 3D 


gain patterns at 60 GHz. The scale is from -20 dBi to 10 dBi with 5 dBi steps. 


VI. CONCLUSION 


In this paper, we have presented a radiation pattern 


measurement setup dedicated to 60 GHz probe-fed integrated 


antennas. It uses microelectronic probes to feed the antenna 


under test. Using this setup, several LTCC antennas were 


measured. The first antennas [2] to be measured are end-fire 


antennas. They had already been measured in VTT facilities 


using a different feeding technique (connector). Both 


measurements gave results close to simulation data. We 


particularly show the accuracy of the setup in the broadside 


direction. The last antenna uses a patch-type structure [1]. As 


this antenna is fed from the top side of the LTCC substrate but 


radiates from the back side, it demonstrated the accuracy of the 


setup for measurement below the antenna under test. We 


specifically targeted two antenna structures with different 


directions of main radiation. But, more than the ability of the 


setup to measure the almost full 3D radiation pattern this work 


showed that the accuracy of the setup is good in any directions. 
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Abstract-New procedure for permittivity and permeability 


extraction of two composite (dielectric matrix + magnetic 
inclusions), isotropic and homogeneous absorbing material is 
presented. It calculates mentioned parameters by fitting 
measured transmission data with Debye relaxation model (for 
complex dielectric permittivity extraction) and with Lorenzian 
resonant model (for complex permeability extraction). Proposed 
method gives good results even with noisy data and does not need 
initial guesses of unknown parameters. As a proof of concept, 
some results of extracted permittivity and permeability of 
Eccosorb CR110, CR114 and CRS117 [1] absorbing materials 
are presented. 


I. INTRODUCTION 


Absorbing materials are in use for different purposes: in 
anechoic chambers, for electromagnetic shielding, in antenna 
design, for calibration targets of radiometers, etc. It is very 
important to characterize them in terms of frequency 
dependent complex permittivities and permeabilities for a 
broad frequency range. 


Permittivities and permeabilities of materials are extracted 
from scattering parameters - transmission and/or reflection. 
There are different methods for measurements of scattering 
parameters. Coaxial line, rectangular and cylindrical 
waveguide measurements are widely used measurement 
techniques due to their simplicity [2, 3]. In these methods, 
material sample is placed inside of section of the waveguide or 
coaxial line and scattering parameters are measured with a 
vector network analyzer. Major problem in transmission line 
measurements is possible existence of air gaps between the 
sample and walls of the waveguide, which means that material 
sample must be machined very precisely.  


Free space measurement is non invasive broadband 
technique for transmission and reflection measurements. 
Scattering parameters are measured on the sample that is plane 
parallel. Measurement setup consists of two identical antennas 
(for broadband measurements, horn antennas are good 
candidates) that operate in certain frequency range and vector 
network analyzer. Antennas are aligned and one of them 
transmits signal while the other antenna works as receiver. 
Material sample is placed between two antennas so sent signal 
passes through material and is registered by the other antenna. 


To extract permittivity and permeability parameters from 
measured scattering parameters following approaches can be 


applied. Analytical approach (Nicholson Ross Weir derivation) 
[2] for permittivity and permeability extraction needs both 
transmission and reflection measurements and is very 
sensitive to noisy data. Numerical and iterative methods [2, 4] 
usually need initial guesses of unknown parameters to be 
within 10 to 20 percents of the true values in order to converge 
to the correct solution.  


If we examine material that is not characterized before, it is 
difficult to have good starting values of unknown parameters. 
Procedure that we propose use only free space transmission 
measurements (both amplitude and phase) and does not need 
any initial guesses of unknown parameters. 


 


II. PROCEDURE FOR PERMITTIVITY AND 
PERMEABILITY EXTRACTION 


In our approach, we use only free space transmission 
measurements and least square fitting routine. Materials that 
we examined are Eccosorb CR110, CR114 and CRS117. In 
the CR materials, the particles of the magnetic filler are 
embedded in a castable epoxy resin, which forms a rigid 
material once it is cured. The CRS materials are based on a 
Silicone rubber which remains flexible after has been cured. A 
higher product number indicates a higher filling factor of the 
magnetic loading and the higher absorption. CR and CRS 
materials (with the same product number) should have the 
same properties in terms of complex and frequency dependent 
permittivities and permeabilities. Permittivities and 
permeabilities of Eccosorb materials are characterized by 
manufacturer up to frequency of 18GHz. Some examples of 
extracted permittivity values of Eccosorb absorbers are in [1, 
5-6]. The extracted permittivities are for frequencies above 
100GHz.  


Samples that we examined are 2.00mm thick with plane 
parallel circular surfaces. For free space measurements (for 
both transmission and reflection) instead of placing a sample 
between the two antennas on some distance from each of them, 
we place sample at the antenna’s aperture. Antennas that we 
used are corrugated horn antennas which have better 
approximations of free space propagation at the aperture than 
rectangular horn antennas. Starting assumptions are that 
absorbing material is isotropic, homogeneous and two 
composite (contains dielectric matrix and magnetic inclusions). 







Debye relaxation model represents permittivity (1) while 
permeability is modeled by Lorenzian resonant model (2) [7]. 
Free unknown parameters in Debye model are: εs is static 
permittivity, ε∞ is permittivity at high frequencies and fr is 
relaxation frequency. Free unknown parameters in Lorenzian 
model are: μs is static permeability and fm is resonant 
frequency. 
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Debye and Lorenzian models can have slightly different forms 
if they include asymmetric and damping factors [8].  


As a starting value for the static permittivity εs in the Debye 
model (1) we measure the sample’s capacitance in a calibrated 
capacity bridge operating between 10Hz and 20 kHz. At 
frequencies higher than ~70GHz permeability is equal 1 
because magnetization is not possible since applied field is 
very fast and magnetic domains cannot follow the field. To 
find unknown parameters of permittivity model we use 
unconstrained nonlinear optimization routine. We minimize 
the differences (in both amplitude and phase) between 
simulated and measured transmission data at high frequencies 
(where permeability is equal 1) and in that way we retrieve 
permittivity model (we find ε∞ and fr). In the same way we 
extract permeability model (2) from the fitting of measured 
and simulated transmission data at low frequencies (where 
permeability is different than 1). For transmission data 
simulations at low frequencies we use permittivity model 
extracted by fitting with high frequency data.  


Fig. 1 and Fig. 2 represent measured and fitted amplitude 
and phase (respectively) of examined Eccosorb samples. A 
phase offset of one π (Fig. 2) has been applied between phases 
of different samples for clarity. By looking in amplitude 
behavior we can say that if permittivities and permeabilities 
are not frequency dependent, transmission coefficient would 
decrease with increasing frequency. The fact that measured 
transmission coefficient decreases in some frequency range 
and increase in the other, says about frequency dependent 
material parameters. If we look at phase behavior, the 
difference in phase slope of the samples again comes from 
different permittivities and permeabilities of each material.  


To validate extracted models for both permittivity and 
permeability, we compare simulated reflection parameters 
with measurements. Good agreement is obtained.  
 
 
 
 
 


III. RESULTS 


Fig. 3 to Fig. 6 represent extracted frequency dependent real 
and imaginary parts of permittivities and permeabilities of 
CR110, CR114 and CRS117 absorbing material samples.  


From the Fig. 6 we see that imaginary part of permeability 
shows resonance behavior for CR114 and CRS117 samples, 
while for CR110 sample it is relaxation form. That is because 
CR110 sample contains the smallest amount of magnetic 
inclusions (and exhibits the smallest absorption).  One very 
important thing is that imaginary parts of permeabilities and 
permittivities cannot be smaller then 0 because in that case 
material would produce gain, which is not possible in the case 
of absorbing materials. 
 


IV. CONCLUSIONS 


In this paper we described a method for frequency 
dependent permittivity and permeability parameters extraction 
of magnetically loaded absorbing materials from free space 
transmission measurements. 


 
Figure 1. Measured and simulated transmission parameters for 


Eccosorb CR110, CR114 and CRS117 absorbing materials. Simulations are 
based on extracted permittivity and permeability models. 


 


 
Figure 2. Measured and simulated phase of transmission parameters for 


Eccosorb CR110, CR114 and CRS117 absorbing materials. Simulations are 
based on extracted permittivity and permeability models. 







 


Figure 3. Extracted real part of permittivity of Eccosorb CR110, CR114 and 
CRS117 absorbing materials. 


 


 


Figure 4. Extracted imaginary  part of permittivity of Eccosorb CR110, 
CR114 and CRS117 absorbing material samples. 


 
 


Our approach can be applied to noisy data and does not need 
anything to be known in advance.Starting assumption was 
based on the fact that material was two composite (dielectric 
matrix and magnetic particles). According to [7] about models 
that represent composite materials, dielectric property of our 
samples was modelled with simple Debye relaxation model, 
while complex permeability was modelled with Lorenzian 
resonant model. Important thing is that we restored first 
permittivity models of the samples by doing fitting at high 
frequencies where permeability is constant and equal 1. After 
that step we did fitting at low frequencies to extract 
permeability model. Proposed method is also suitable for 
permittivity extraction in dielectric materials in situations 
when we do not have any a priori information about material. 
Also, for the first time we presented extracted complex and 
frequency dependent values of permittivities and 
permeabilities of Eccosorb absorbing materials (CRS117, 
CR110 and CR114) up to frequencies of 140GHz. 


 


Figure 5. Extracted real part of permieability of Eccosorb CR110, CR114 and 
CRS117 absorbing material samples. 


 


 


Figure 6. Extracted imaginary part of permittivity of Eccosorb CR110, CR114 
and CRS117 absorbing material samples. 
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Abstract- Traditional linearity measurements, including 


compression (AM/AM and AM/PM) and intermodulation 
distortion (IMD), can become even more difficult with mm-wave 
devices and subsystems.  Potential issues include lower levels of 
accuracy or stability on power control; mismatch effects, higher 
levels of spectral impurities, and less ideal combining/distribution 
structures.  This paper will explore some of these effects at W-
band and above by looking at measurement results, sensitivities, 
and uncertainty impacts. 


I. INTRODUCTION 


Instrumentation and linearity measurement procedures have 
not always kept up with the bandwidth improvements in mm-
wave devices/subsystems.  In particular, AM/AM, AM/PM 
(e.g., [1]) and IMD (e.g., [2]) measurements are sometimes 
done with scalar tools, with signal sources or receivers of 
unknown purity/linearity, or with fixturing/combining 
structures that may not be optimal.  As device and system 
modeling requirements increase, it may be useful to better 
understand these measurement challenges. 


 


II. GAIN COMPRESSION (AM/AM AND AM/PM) 


In terms of compression measurements, some issues include 
a reference measurement (i.e., the baseline from which 
compression is measured) that is not entirely out of the 
compression regime, inaccurate power calibrations, and 
receivers compressing in a similar range to the DUT.  With 
bare devices and LNAs, another issue, particularly when 
looking at phase distortion at a given compression level, is the 
interaction of a variable input match with the rest of the 
system.  The complication most often arises on structures 
where the input stage compresses relatively early. 


Such match compression is well-known but the uncertainty 
impact on AM/PM at millimeter-wave frequencies is perhaps 
less-well-explored.  The concept is that if the return loss 
changes with power and transmission is being measured in a 
scalar sense, the match change can alter the measurement.  If 
the transmission is being measured in a corrected sense, 
however, then the measurement distortion is removed.  An 
example LNA operating in F-band has a midband input match 
that changes from ~0.2 (linear) to 0.17 for drive levels going 
from -40 dBm to -25 dBm (1 dB compression point P1dB ~ -28 
dBm).  While applying the full correction only changes the 
measured P1dB by ~0.25 dB, it can cause 4-5 degrees of 


difference in measured phase distortion at compression (see 
Fig. 1).  This multiplying effect varies with the DUT but 
match changes of the scale of 0.01 can routinely cause phase 
distortion measurement errors exceeding one degree.  Since 
one degree may be on the order of basic measurement 
uncertainty of transmission phase, this added component can 
have significance. 


AM/PM, F-band


-10


0


10


20


-50 -40 -30
Pin (dBm)


<S
21


 n
or


m
al


iz
ed


 (d
eg


)
Normal match-corrected


 
Figure 1.  AM/PM behavior as a function of match correction is shown here. 


 
Phase response steepness also produces a sensitivity to 


power calibration accuracy.  In Fig. 2 is shown the effect of a 
1 dB error in knowledge of the input power.  Since power 
calibrations and power leveling stability in mm-wave ranges 
can sometimes be a challenge, this level of sensitivity can be 
an issue in routine measurements. 
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Figure 2.  Power accuracy effects on AM/PM are shown here. 
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In some systems, reasonable power stability/accuracy over 
time and temperature is possible as suggested by Fig. 3 for the 
range 55-120 GHz [3].  In this case, accuracy could be 
maintained (in a relative sense) to ~0.1 dB over 24 hours and 
to 0.5 dB over a 90C temperature range. 
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Figure 3.  An example of fairly well-behaved power accuracy stability with 


temperature is shown here. 
 
Another class of issues related to gain compression revolves 


around the spectral purity of the source.  Since most mm-wave 
sources are comprised of extensive multiplication chains, the 
fractional harmonic filtering demands can be severe and there 
can be sometimes significant residual components.  Aside 
from the usual integrated power issues, harmonics themselves 
(particularly integer harmonics) can effectively re-bias the 
device under test and result in anomalies.  Since there has not 
been a large amount of published work on the sensitivity of 
these measurements at mm-wave frequencies, a few 
measurements will be considered.  As an example, consider 
the setup in Fig. 4 where a harmonic injector is used with a 
broadband LNA as a DUT. 


 


 
Figure 4.  A setup is shown here for looking at AM/AM and AM/PM 


conversion with an added injection signal.  The VNA may have multiple 
sources or may use a switching arrangement. 


Here the level of harmonic injection can be adjusted and the 
influence on the AM/AM (see Fig. 5) and AM/PM (see Fig. 6) 
measurements observed.  In this particular case, neither 
AM/AM nor AM/PM is significantly affected by even fairly 
high harmonic content.  This may not always be true for a 
given device and its biasing dependencies. 
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Figure 5.  The effect of injected harmonics on an AM/AM measurement is 


shown here (fundamental at 70 GHz, injection at 140 GHz). 


AM/PM and harmonic drive
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Figure 6.  The effect of injected harmonics on an AM/PM measurement is 


shown here (fundamental at 70 GHz, injection at 140 GHz). 


VNA  
The introduction of other signal frequencies is, of course, 


possible from non-harmonically related spurs or from N/M 
harmonic products.  The behaviors here can be considerably 
more complicated as has been discussed in the literature for 
lower frequencies (e.g., [4]-[5]).  The prevalence of additional 
products in mm-wave systems that have not been completely 
filtered makes it of interest here.  An example is shown in Fig. 
7 for an AM/AM measurement at 100 GHz with 
contamination tones ranging from 90 to 109 GHz.  The 
equivalent AM/PM measurement is shown in Fig. 8.  Note 
that these injection levels are at or above the level at which the 
device starts compressing so some effects are anticipated. 


As would be expected, gain compression is affected if a 
large enough signal is injected but it is very frequency 
dependent.  Part of this comes from the gain profile of the 
DUT, part comes from the injection effectiveness vs. 
frequency due to port impedances and part comes from 
interaction of the mixing products.  One does get scenarios 
where P1dB point appears to increase. 
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AM/AM at 100 GHz vs. other tones
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Figure 7.  The effect of an injected tone on an AM/AM measurement at 100 
GHz is shown here (injection at non-harmonic frequencies).  The injection 


power level in dBm is in the legend. 
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Figure 8.  The effect of an injected tone on an AM/PM measurement at 100 
GHz is shown here (injection at non-harmonic frequencies).  The injection 


power level in dBm is in the legend. 
 


In terms of phase distortion, the combination leading to the 
apparent P1dB increase also led to the most deviant phase 
excursion of about 2 degrees. 


 


III. IMD 


Intermodulation distortion measurements are sometimes 
performed less often at mm-wave frequencies due to the setup 
complexities, combining intricacies, receiver limitations and 
other reasons.  As applications progress, however, linearity 
measurements at least similar in nature to IMD will likely be 
increasingly required.  As such, we will look at a few of the 
potential issues. 


The classical setup for this measurement is shown in Fig. 9.  
There are many possible technological choices for the sources 
but commonly they will be some synthesizer followed by a 
multiplication chain.  Amplification (at lower mm-wave 
frequencies) and/or leveling circuitry and/or isolators may be 
present at the source output.  The combiner shown is usually 
passive but could be coupler-based, hybrid-based or loss-
based (among other choices, e.g., [6]).  Due to a paucity of 
available power, the loss-based approach is less commonly 
used at the higher frequencies. 
 


 
Figure 9.  A classical setup for measurement of IMD products is shown here.  
The dashed arrow indicates a leakage path that can have some implications 


discussed in the text. 
 
As with the compression measurements, signal source 


purity could be an issue, depending on the DUT, as harmonic 
components can regenerate the usual 2ω2-ω1 and 2ω1-ω2 third-
order products (for input tones at frequencies ω1 and ω2).  An 
additional potential issue is that, since many mm-wave 
receivers are based on harmonic mixers or harmonic samplers, 
spurious receiver responses can create faulty intermodulation 
measurement results.  For the devices studied, these factors 
did not seem to be significant. 


Another spectral purity issue is that of small spurs (in the 
form of sidebands in one of the more problematic scenarios) 
on the base synthesizer due to leaking reference clocks or 
other reasons.  If these sidebands are largely amplitude-
modulated onto the signal source, the multiplication process to 
get to mm-wave will largely just increase their offset 
frequency.  If they are, however, largely angle modulated, 
then the offset frequency will be largely unaffected by the 
multiplication process but sideband amplitude will increase.  
If one unfortunately chooses an IMD offset frequency that 
matches this sideband offset, then an erroneous IMD result 
can be obtained much more easily.  In the example of Fig. 10, 
the particular source had some small 10 MHz sidebands 
(reference oscillator coupling) in certain frequency ranges.  
These became more noticeable upon multiplication to W-band.  
In an IMD measurement with a 10 MHz offset, this caused 
problems when in the operating frequency range of ~90-95 
GHz (where the sidebands were stronger).  Moving to a 
different offset frequency produced more accurate results in 
this case. 


Another spectral purity issue is that of multiplied phase 
noise.  By definition, this is largely angular modulation so the 
amplitude of the noise sidebands will increase with 
multiplication number and they will always be worst close to 
the carrier.  Thus, when making IMD measurements with very 
small offsets, the measurement range may be limited by the 
multiplied phase noise of the sources.  Using one 
configuration, the two tone measurement at D-band with both 
1 MHz and 100 MHz offsets are shown.  While the point 
count in the plot of Fig. 11 is low, one can see the elevated 
noise floor.  The products themselves are elevated by memory 
effects in the DUT (e.g., [7]) but the available range has been 
reduced by ~10-20 dB from noise multiplication.  The general 
conclusion from the class of potential IMD issues so far is that 
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the choice of offset frequency can have a significant impact on 
uncertainty at least at lower product levels. 


 


Amplifier IMD product vs. tone offset
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Figure 10.  An example IMD measurement is shown here where the tone 


offset choice can make a difference due to multiplied source spurs. 
 


IMD measurement at D band vs. offset
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Figure 11.  An example single point IMD measurement is shown here where 
the use of a small tone offset leads to noise floor elevation from multiplied 


phase noise. 
 
Another potential issue that gets increasingly complicated at 


higher frequencies is the combining network for the tones.  A 
variety of hybrids and splitters are available as discussed but 
the isolation between ports may not be as high as desired at all 
frequencies.  The effects of low isolation can take several 
forms depending on the structure of the signal sources.  
Sources with relatively little buffering may be subject to 
frequency pulling from the other tone leaking in.  More 
commonly, amplitude pulling occurs by the other tone 
interfering with a multiplier or with a leveling subsystem.  The 
presence of the other tone generates mixing products that can 
re-modulate (either within a multiplier or a leveler) onto the 
tone producing a residual IMD product.  In Fig. 12, about a 5-
10 dB improvement in the result is achieved by increasing the 
isolation of the combining structure by ~10 dB.  In this case, 
the isolation was improved through the use of loss and the 
signal source amplitude increased so the DUT saw the same 
main tone levels.  Higher levels of isolation beyond 20 dB 
provided no additional benefit in this particular measurement. 
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Figure 12.  An example IMD measurement is shown here where the accuracy 


can be improved by increasing the isolation of the combining network. 
 


One could argue that perhaps a better approach is to use a 
baseband multisine signal (e.g., [8]) that is then mixed up to 
the mm-wave band.  The challenge in that case is that some of 
the favorable mixing products (as well as favorable internal 
spurs) can also end up being at IMD product frequencies.  
Some care is thus required with more integrated combining 
approaches as well. 


By using a newer source structure [3] based on coupled 
multiplier arms, similar improvements can be made due to 
higher inherent isolation.  In the newer structure, the leveling 
system detection (as well as the multiplier) is buffered from 
the signal source output so the 2nd tone cannot re-modulate 
onto the 1st tone.  The resulting IMD products drop by up to 
10-15 dB at some frequencies (see Fig. 13) versus those with a 
more exposed detection scheme.  One could argue that an 
unleveled source may be a better option but the decrease in 
power stability would impact the IMD measurement accuracy 
(moving to different parts of the IMD curve) and making 
third-order intercept point (IP3) calculations less accurate. 
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Figure 13.  One mechanism that leads to isolation dependence is illustrated 


here: coupling of leveling systems.  The use of a more isolated leveling 
system led to improvements in residual IMD. 


 
To look at the power accuracy impact more closely, the 


primary issue is the possible extreme power dependence of the 
product generation process itself in some devices (e.g., [9]).  







When multiple mechanisms phase, the apparent product can 
change dramatically hence the criticality of specifying the 
power at which the product is measured.  An example device 
with such multiple mechanisms is shown in Fig. 14. 
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Figure 14.  The power dependence of fundamental and third order product for 
an example DUT are shown here.  The dip in the third order product is likely 


due to phasing of multiple third order mechanisms. 
 
The effect of a 1 dB power accuracy error on the extracted 


product amplitude is shown in Fig. 15 and up to 4 dB error in 
the extracted IMD product could occur in this case.  Above 
100 GHz, power accuracy of 1 dB is sometimes challenging 
so this could be a significant source of uncertainty.  Much 
above 140 GHz, traceability is potentially even more of an 
issue. 


 


IV. UNCERTAINTY COMMENTS 


To make global uncertainty statements on these 
measurements would not be very useful because of the DUT 
dependence but some observations can perhaps be made.  
Some of the common uncertainty components are listed below 
along with their attributes and some common value ranges. 


 
Compression (AM/AM and AM/PM) 
 Receiver compression (often < 0.1 dB below 10 dBm 


at receiver ports, loss after the DUT can help) 
 Power accuracy (effect depends on steepness of 


curves, can obtain <<1 dB power accuracy through W-band, 
may be much harder at higher frequencies) 


 Match effects (match compression can alter results 
unless full corrected, can alter P1dB by ~1 dB in some cases 
and AM/PM by several degrees) 


 Harmonics and injection (may not be much of an 
issue unless very large or if DUT bias is very sensitive; can be 
significant in limiting cases) 


 
IMD (similar comments as above plus the following) 
 Offset choice (spurs and phase noise multiplied up 


can make ~10 dB differences in residual products if chosen 
poorly) 


 Combiner isolation (can make 10 dB or more 
differences in residual products in some cases; consider total 
isolation through the source system) 


 Power accuracy has effects on both operating point 
and on intercept point calculations.  Multiple dB effects are 
possible for 1 dB power errors. 


 Many of the IMD phenomena pertain primarily to the 
case of lower products (< -60 dBc) when system residuals and 
noise floor are likely to be important. 
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Figure 15.  Based on the DUT of Fig. 14, the effect of a 1 dB power 


inaccuracy on extracted IMD product amplitude (dBc terms) is shown here. 
 


V. SUMMARY 


A number of potential compression and IMD measurement 
issues that can be exacerbated at mm-wave frequencies have 
been discussed.  At least within a relatively well-behaved class 
of DUTs, match issues and power accuracy had some the 
more notable impact on compression measurements (the latter 
of interest due to challenges with power accuracy and leveling 
>100 GHz) although receiver compression and spectral purity 
cannot always be ignored.  In IMD, issues related to offset 
frequency selection (from spurs, phase noise or other spectral 
products) were among the more notable due to high source 
multiplication numbers that one might often encounter.  Power 
accuracy can also play a significant role in IMD depending on 
the shape of the DUT’s product generation curve as it may 
lead to an unexpected measurement definition point. 
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Abstract- Virginia Diodes is developing a series of frequency 


extenders for operation in the waveguide bands spanning from 
WR10 (75-110GHz) through WR1.0 (750-1,100GHz). These will 
include extenders for sources, spectrum analyzers and vector 
network analyzers. This paper reviews the progress of this 
development, with emphasis on the VNA extenders for the 
highest frequency bands, including results up to 1.1THz. 


I. INTRODUCTION 


Vector Network Analyzers (VNAs) are a primary piece of 
test and measurement equipment in all modern microwave and 
mm-wave laboratories. VNAs can be used to accurately 
measure the complex scattering parameters for a wide variety 
of materials and devices. The accuracy of the VNAs is due to 
the high quality of its components and sophisticated 
calibration methods that have been developed to eliminate 
systematic errors. The flexibility and accuracy of the 
instrument make the VNA invaluable for the testing and 
development of components and systems.  


 Virginia Diodes (VDI) has developed a series of 
modules that can be used to extend the frequency range of 
modern VNAs up to THz frequencies. This article describes 
the basic layout and operation of these VNA Extenders. In 
addition, measurements of waveguide components in the WR-
1.5 (500-750 GHz) band and recent results in the WR1.0 band 
are presented. 


 
A. VNA Extender Configuration 


The frequency extender consists of a set of frequency 
multipliers and mixers that are used to convert the test signal 
from the VNA (typically below 50 GHz) up to THz 
frequencies, and then mix the return signals from the sample 
under test back down to the IF bands used by the VNA 
receivers. A basic schematic of VDI’s frequency extender 
configuration is shown in Fig. 1. The extender consists of a 
transmitter followed by back-to-back directional couplers. A 
receiver is attached to each of the couplers, one to sample the 
outgoing signal (i.e. the Reference Mixer) and one for the 
incoming/returning signal (i.e. the Measurement Mixer). The 
transmitter and receivers are driven by two independent 
synthesized signals from the VNA. The VNA’s drive signals 
are offset by a controlled amount as the frequency is swept, so 
as to maintain a constant IF frequency, which is then sampled 
by the VNA.  


The transmitter consists of an amplifier followed by a series 
of full waveguide band frequency multipliers. Each receiver 
consists of an amplifier, multipliers and mixer. VDI uses 
subharmonically-pumped mixers, which yield high sensitivity 
and suppress LO noise. The Reference mixer measures the 


amplitude and phase reference for the system, and the 
Measurement mixer acquires information about the Device 
Under Test (DUT). 


For full two-port measurements (i.e. simultaneous 
measurement of all four S-parameters) two TxRx Extenders 
are required. Whereas for one-path two-port measurements 
(i.e. measurement of S11 and S21 only), one TxRx Extender 
and one Rx Extender (consisting of a single receiver) can be 
used.  


 


 
 
 
 
 
 
 
 
 
 
 
 
 


Fig. 1: The basic block diagram of the standard VDI VNA 
extender head (TxRx). 


 
B. WR1.5 Measurements 


A pair of VNA Extenders to WR-1.5 (500-750 GHz) are 
shown in Fig. 2. The multipliers and mixers in the extenders 
rely on VDI’s full waveguide band THz Schottky diode 
components, e.g. doublers, triplers, and subharmonic mixers. 
These components produce high transmitter power and 
excellent receiver sensitivity. For example, the WR-1.5 
extenders have a typical dynamic range of 100 dB (with 10 Hz 
resolution bandwidth). 


For calibration, a TRL method is often used; with a flush 
connection for the Through, short circuits for the Reflect and a 
¼ wave delay for the Line. Fig. 3 shows measurements of a 25 
mm long section of straight WR-1.5 waveguide. The return 
loss is dominated by reflections from the waveguide interface 
at each end, which introduces standing waves in the S21 
measurement. The reflections from the two interfaces can be 
seen clearly in the time-domain data, shown in Fig. 4. The 
measured waveguide loss (Fig. 3(a)) matches the calculated 
loss of smooth-walled gold-plated waveguide, indicating the 
quality of the machining of the waveguide and the 
electroplated gold. Similar loss measurements at other 
submillimeter bands have shown that the loss for VDI 







waveguide ranges from 1-1.5 times the ideal level expected. 
The measurement disturbance at 557 GHz is caused by the 
strong water line at that frequency.  


 


 
 


 
Fig. 2: A pair of WR1.5 extender heads (TxRx and the measured 


dynamic range (RBW=10Hz). 
 


Fig. 5 shows a measurement of the loss of a 90 degree H-
plane bend (length ~ 20.7 mm). The loss for this waveguide is 
about 5 times the calculated “ideal” loss. The dominant reason 
for the high loss is that this waveguide component (made in 
two pieces) is split in the H-plane. The waveguide measured 
in Fig. 3 was split in the E-plane, which has less loss because 
there are no currents crossing the split.  


Fig. 6 shows the return loss of a WR-1.5 waveguide load in 
both the frequency and time-domain. The ripples in the return 
loss measurement (Fig. 6(a)) are caused by reflections 
between the waveguide interface and the waveguide 
termination. The return loss of the interface mismatch and of 
the internal termination are seen to be comparable.  


 


 


 
Fig. 3: (a) Insertion loss, (b) Return loss, and (c) transmission 


phase for a 25 mm long straight waveguide section. The notation 
“up” and “down” refers to the waveguide orientation of the UG-


387/U-M flange, which can be re-connected after a rotation of 180 
degrees.  


 


 
Fig. 4: Time domain measurement of a 25 mm long section of WR-


1.5 straight waveguide. 







 


 
Fig. 5: Insertion loss for an H-plane bend, length ~ 20.7 mm. 


 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 


 


 
 


Fig. 6: (a) The magnitude of S11 for a matched load and (b) time 
domain measurement for the same component. 


 
C. Initial Results at WR1.0 (750- 1,100GHz) 


Given the success at WR1.5, it was decided to develop a 
similar set of extenders for the WR1.0 waveguide band. The 
packaging of the WR1.0 heads is identical to that used at 
WR1.5, and thus the heads are identical in appearance to those 
shown in Fig. 2.  As shown in Fig. 7, a measured dynamic 
range of 50-70dB is achieved across almost the entire band, 


but with some significant roll-off below 800GHz. The overall 
degradation, compared to WR1.5, is caused by many factors. 
These include the reduced signal power available from the 
transmitter, the lower sensitivity of the receivers and increased 
losses in the directional couplers and other passive 
components. The roll-off below 80GHz is due to a particular 
frequency multiplier in the system, which will be improved in 
the next design. The performance above 1,000GHz will also 
be improved. 


The magnitude and phase stability over a one hour period 
are depicted in Fig. 8. The stability below 800GHz will 
naturally improve when the system dynamic range is increased. 
Overall, the system shows reasonable stability in the part of 
the band where the dynamic range is high.  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7: The measured dynamic range of the first WR1.0 VNA 


frequency extender heads (RBW=10Hz). 
 
 
 
 
 
 
 
 
 
 


Fig. 8: The measured magnitude and phase stability of the WR1.0 
system over one hour in an uncontrolled lab environment. 


 


D. Optimizing Performance for Specific Applications 
For some applications it can be beneficial to redesign the 


extender system to achieve specific measurement goals. For 
example, in the case of an antenna test range only one 
transmitter is normally required, and measurements of 
reflected power are generally not required. Further, given the 
large losses involved in the typical test range, any effort to 
increase the measurement dynamic range is worthwhile. VDI 
has recently developed and delivered a WR10 extender set for 
such an application. In this case the first extender consists of 
only a transmitter and reference receiver. The second extender 







is a simple measurement receiver. This simplification 
increases the dynamic range, primarily because of the 
reduction in the number of lossy passive components in the 
signal path.  


Also, in the case where the loss of the sample under test (in 
this case the range) is always large, receiver saturation is no 
longer a factor in the system design. Thus, the system dynamic 
range is often limited by the noise floor of the receivers and 
the available test port power. In this case, increasing 
transmitter power can yield significantly improved 
performance.  


Fig. 9 shows the measured “effective” dynamic range of the 
WR10 system, showing a typical value of 150dB across the 
band. These measurements were taken with a variable 
waveguide attenuator between the two extender heads to 
simulate the range losses. The “effective” dynamic range is 
defined here as the measured dynamic range plus the amount 
of loss inserted. Perhaps a more appropriate method of stating 
the performance is that the system is able to achieve 125dB 
dynamic range even after overcoming a range loss of 25dB.  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Fig. 9: The performance of a WR10 extender system that has been 
optimized for antenna test range measurements.  


 
 


II. DISCUSSION AND CONCLUSION 


Scientific fields, such as radio astronomy, chemical 
spectroscopy and plasma diagnostics, have long supported the 
development of sources and detectors of higher frequency 


radio waves. Over the last several decades these fields have 
pushed the development of more powerful sources and more 
sensitive receivers for use above 100GHz. This technology 
can now be used to produce test and measurement equipment 
with excellent performance at frequencies up to at least 
1,100GHz. This paper has reviewed the performance of 
recently developed frequency extenders for Vector Network 
Analyzers. However, the same technology can also be used to 
extend the operation of other test and measurement equipment. 
For example, the transmitters in the VNA extenders can be 
used to extend millimeter wave synthesizers. In fact, full 
waveguide band performance can be achieved in all common 
bands up to 1.1 THz, and systems with narrower tuning band 
have been demonstrated up to at least 2.7 THz.  


The basic receiver system used in the VNA extenders can 
be used as a high quality extender for a modern spectrum 
analyzer. For example, in collaboration with Agilent 
Technologies, VDI has recently demonstrated excellent 
performance to 750GHz with a VDI WR1.5 extender and the 
recently announced Agilent PXA Signal Analyzer [1]. 


The development of terahertz technology for scientific 
applications has led to a host of components and subsystems 
that are now useful for many other applications. A particularly 
important application is the development of high quality test 
and measurement equipment for this frequency band. This 
paper has reviewed the extension of Vector Network 
Analyzers to frequencies as high as 1.1THz. The same 
technology can also be used to similarly extent frequency 
synthesizers and signal analyzers. The availability of this new 
equipment should lead to a greater understanding of the 
properties and performance of terahertz materials, components 
and systems, and eventually to the developments of systems 
with far superior performance. 
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Abstract- This paper presents a novel sub-MMW substrate 


integrated waveguide (SIW) filter based on IBM 130-nm CMOS 
technology. It researches the basic problem such as construct of 
waveguide and resonator, transition between the substrate 
integrated waveguide and the micro-strip, and present a filter 
centered at 400GHz. Simulation results support the design idea.  
It shows the filter has a good performance.  


I. INTRODUCTION 


Some advance on sub-MMW CMOS technology [1][2] has 
drawn the attention in recent years. Although the circuits in 
Ref [1][2] with output frequency 410GHz was realized by 
push-push configuration, it successfully proved CMOS 
technology can be an inexpensive and useful terahertz 
technology.  The progress of key device toward sub-MMW 
has been made in the Ref [1][2]. In future active devices and 
passive elements by CMOS will be a research focus. This 
paper proposed a novel sub-MMW filter by utilizing SIW 
technology [3][4] on the CMOS technology. 


II. SUB-MMW FILTER 


A. Substrate integrated waveguide 
In the CMOS substrate, there can’t exits continuous metallic 


foil with large size due to the limitation of CMOS technology 
rules.  So the method used in traditional substrate integrated 
waveguide was used again. Simply speak SIW used a metallic 
foil filled with hole or slot to replace the continuous metallic. 
If the size of hole or slot is much less than the wavelength, the 
foil can be equivalent to the continuous foil, although there 
may be some effects due to the discontinuity.  The side wall of 
waveguide is constructed by rows of metallic via, same as 
traditional substrate integrated waveguide. Of course the 
distance between adjacent via should be much less than 
wavelength.  


Fig.1(a) shows a model of SIW on IBM 130nm CMOS 
substrate.  It utilized the substrates between metallic layer MA 
and LY. On the MA and LY layer, a period structure has been 
designed. The cell of  the structure is  square block  15×
15μm2.  A square hole with size 10×10μm2  was place in the 
center of the cell. This makes a metallic ratio 55.6% which 
can easily fulfill the rules. According the relative dielectric 
constant 4.15 of substrate, width of waveguide is chose 
280μm which is suit for a filter centered at  frequency about 
400GHz.  


According the Fig.1 (b), although the hole size is approach 
the thickness of substrate, the dominant mode TE10 can work 
in this waveguide.  The S parameters in Fig.1 (c) also proved 


this point.  It shows good transmission and matching.  The S21 
approaches 0 dB in the whole band even assign open condition 
(except XZ plane) to the other boundary.  
 


 
 
 
 
 
 
 
 
 


(a) 
 
 


 
 
 
 
 


(b) 
 
 


 
 
 
 
 
 
 
 
 
 


(c) 
 


Fig.1 Substrate integrated waveguide (a)   waveguide model 
(b) field distribution of TE10 mode @400GHz (on XY plane,  
half of the waveguide, with the XZ plane are assigned 
perfect magnetic conductor. ) (c) simulated S parameters 
 
Besides, the extracted phase constant at 400GHz from the 


simulated results is higher about 5% than the one of solid 
waveguide with same width.  This shows the slight effect of 
the period structure.  The estimation on this difference is 
important for the design.  Because the complexity of some 







large element with similar structure will leads it can’t be 
simulated on common computer. Sometimes it need replace or 
partly replace the element with solid waveguide or cavity. 
Same method has been used in the traditional SIW design. In 
their solid walls are usually replace the rows of via to simplify 
the design.  


It has been found that the structure under the LY layer has 
some uncertain effect on the performance. That may be due to 
the hole size on LY layer is great but the thickness of LY is 
thin.  
 
B. Transition 


Although transition has been designed according the same 
method used in traditional substrate integrated waveguide 
technology, there has shown some difference. Traditional SIW 
element usually has very thin metallic foil covered on 
relatively thick substrate.  So on traditional SIW technology 
the rectangular transition is a popular choice due to the simple 
design and broadband performance. But according the 
parameters of CMOS substrate, the width of waveguide is 
much great than the one of micro-strip with a standard 
impedance, for example, 50 ohm. So the triangular transition 
can’t give well matching even with a very long length.  


The triangular transition has been compared to the 
multisection impedance transformers based on the IBM 
130nm CMOS substrate. Fig. 2-3 show the simulated results 
of transitions around 200GHz. According Fig.2, the matching 
of triangular transition can hardly be view as  a good result 
even with excessive length which reached 1.6mm. On the 
contrary, a 3 sections impedance transformer just with length 
0.603mm has a S11 lower than -20dB in fraction bandwidth 
38% which is enough for a filter measurement. Besides, 
rectangular shape is much convenient when plot the layout of 
chip.  


Due to the decreasing of waveguide width as frequency 
increasing, transformer with fewer sections can give a well 
matching. Around 400 GHz, 2-sections transformers may 
fulfill the requirement.   
 
C. Resonator on Chip 


A square resonant cavity filled with dielectric was firstly 
constructed on the chip, same as the process of SIW 
constructing on CMOS substrate. 


Because the design rules require that the ratio of metal area 
to dielectric area must fall in a given range. So the cavity has 
been designed as shown in fig.4. Side wall is constructed by 
rows of via, the upper and lower metallic layer of cavity is a 
period contracture. For convenient, period structure has been 
designed being same to the SIW on chip. The dielectric layer 
utilized the whole layer between the MA layer and the LY 
layer.  In this cavity, the dominant mode TE101 has been 
found by eigen-mode simulation, as shown in Fig.4.  So this 
cavity can work like usual SIW cavity. The resonant 
frequency is found to be lower about 3% than that of usual 
solid cavity at 400GHz. And the estimated Q0 is about 58.  
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(a) 


 
 
 
 
 
 
 
 
 
 
 


(b) 
 
Fig. 2   (a) Triangular transition from microstrip to SIW with 
length 1.6mm (b) simulated parameters. 
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Fig. 3  (a) 3-sections impedance transformer from microstrip 
to SIW with length 0.603mm  and (b) simulated parameters. 
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Fig.4 (a)Cavity model based on IBM 130-nm CMOS 
technology and (b) electric field of TE101 mode 


 


D. Filter on Chip 
According the estimation, the cavity is suit for design filter 


with a fractional bandwidth great than 3%. Filter design 
method is according to the traditional SIW filter design [3][4]. 
A filter with 2 cavities and its simulated results are shown in 
the fig.5.  The -3dB bandwidth is about 37GHz or 9% FBW. 
Insertion loss is about 1.9dB. Real loss may be great than this 
value because the simulation neglects some details of structure 
to simplify the simulation process.  The attenuation in stop 
band is weak. That is common problem of SIW filter with co-
line layout but the performance can be improved just by set 
different layout of cavities [5]. 


 
 


III. MEASUREMENT 


The filter has been fabricated but is still under testing, so the 
measured results will be provided in the presentation. 
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(b) 
 


Fig.5 Filter model(a) and the simulated results(b) 
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Abstract- The design and development of a novel planar 


integrated frequency doubler operating at 332 GHz using 
Rutherford Appleton Laboratory varactor Schottky diodes is 
presented. Preliminary measurement results of the device show a 
peak efficiency of ~14% at 332 GHz and a 3 dB bandwidth of 
~7%. Measured results are in close agreement with the modelled 
performance. An improvement in the doubler performance, 
especially at lower frequencies, is expected as the device has been 
driven with lower than optimum pump powers so far.  


Keywords: Frequency doublers, millimetre waves, radiometry, 
GaAs Schottky diodes   


I. INTRODUCTION 


In the past, terahertz technology has mainly been driven by 
the requirements of astronomy and atmospheric remote 
sensing. Recently, it has expanded into new avenues such as 
security imaging, surveillance, DNA/tissue mapping and 
communication [1]. There are clear advantages for using 
terahertz frequencies for these applications and the demand for 
reliable and robust high frequency sources exhibiting high 
output power, efficiency and large operating bandwidth is 
growing significantly. 


Sensitive high resolution spectral measurements in, for 
example astronomy, earth observation and atmospheric 
science, necessitate the use of heterodyne receivers. Frequency 
multipliers have been mainly used to generate local oscillator 
(LO) power for these receivers [2]. These multipliers use either 
Schottky [3] or Heterostructure Barrier [4]  varactor diodes. 
Multipliers operating at higher harmonic orders or cascaded 
lower harmonic multipliers are required to generate the 
necessary power at near terahertz frequencies. The other 
potential technologies for generating power at THz frequencies 
include quantum cascade lasers or photonic down conversions 
by mixing optical laser beams in a high speed photodiode [5]. 
However, quantum cascade lasers have not been demonstrated 
for frequencies below 1 THz and in photomixing efficiency 
drops off rapidly with frequency such that it is not likely to 
deliver sufficient LO power for operating Schottky mixers 
above 200 GHz. It is anticipated that multiplier circuits will 
remain as the main technology used for receiver local oscillator 
power generation for the foreseeable future.    


The multiplying efficiency and power handling capability of 
Schottky varactor diodes can be enhanced by removing GaAs 
from underneath the diodes and transferring the chip onto a 
higher thermal conductivity, electrically low loss, substrate 
[6,7]. The power conversion efficiency of Schottky multipliers 
increases with the applied input power, for example a doubler 


operating at 160 GHz with 100 mW input power gives  
efficiency of ~35% [8].  


We have developed sources operating at the same frequency 
with 30% efficiency and 15% bandwidth (BW) from 50 mW 
input power using discrete varactor diodes produced at the 
Rutherford Appleton Laboratory (RAL) [9]. High efficiency 
operation for these multipliers at comparatively low input 
power is achieved by transferring the varactors from GaAs to 
low loss quartz substrates.    
 
Local Oscillator for 664 GHz channel proposed for future 
Earth Observation missions 


In this paper, we present the results obtained for a frequency 
doubler, designed to deliver power at 332 GHz using RAL 
varactor technology. The doubler satisfies the LO output 
frequency requirement of the 664 GHz receiver channel 
proposed on future atmospheric remote sensing missions to 
monitor ice clouds in the atmosphere, e.g. the CIWSIR Earth 
Explorer mission [10] the MetOp second generation series of 
satellites [11]. One of the preparatory activities to establish the 
feasibility of these missions is the build and deploy a sub-
millimetre wave airborne demonstrator (ISMAR) for both ice 
cloud and precipitation observations [12]. ISMAR currently 
has one operational channel at 325 GHz with provision to add 
high frequency channels including 664 GHz as the technology 
becomes available.  


For the design presented here we adopt an integrated 
approach, which has allowed us to design highly functional 
multiplier chips with micron dimensions and accuracies. The 
integrated chip is transferred on to aluminium nitride substrate 
which allows the easy dissipation of heat generated in the 
anodes. The availability of advanced electromagnetic 
simulation tools and a careful design approach has enabled us 
to make design predictions for these high frequency circuits 
with reasonably good accuracy. 


 


II. ELECTROMAGNETIC MODELLING AND PREDICTIONS 


Ansys HFSS and Agilent ADS are used to model the varactor 
and associated circuitry of the doubler block. Figure 1 shows 
the HFSS model of the integrated doubler and an expanded 
view of the diode array. The circuit configuration consists of 
four varactor diodes arranged in anti-series configuration in the 
input waveguide. This balanced design generates only the even 
mode harmonics of the input frequency. 
 







 
Figure 1 HFSS model of the 332 GHz doubler  
 


Generated harmonic power propagates in a microstrip mode 
and is coupled into the output waveguide by a bow-tie probe. 
DC bias can be applied thorough a stripline  RF choke 
connected to the other side of the probe. In principle, generated 
second harmonic power could be lost by propagation in the 
input waveguide in an unbalanced TM11 mode.  This is 
prevented by reducing the height of the input waveguide at the 
location of the MMIC. Furthermore, the microstrip channel 
height just after the input waveguide is reduced to prevent the 
propagation of the input frequency further; this enables 
isolation between the input and output frequencies without 
using filters.  


The optimum embedding impedances are calculated using 
Agilent ADS from the non-linear simulations optimising the 
single varactor diode in the frequency band 320 to 340 GHz at 
the expected drive level, in this case an input pump power of 
10 mW. The optimum and calculated embedding impedances 
for selected frequencies in the band is presented in Table 1 
below.  


TABLE I 
Optimum and calculated embedding impedances for a 332 GHz balanced 


doubler 
 


Output 
Frequency 


(GHz) 


Zin (Ohm) 
 


Zout (Ohm) 


Optimum HFSS Optimum HFSS 


320 19+j112 11+j105 12+j56 7+j50 
330 19+j105 12+j100 12+j52 8+j55 
340 18+j107 7+j105 11++j53 10+j70 


 
It can be noted from the table that the optimum embedding 


impedances changes slowly with frequency and this allows 
larger bandwidth without using mechanical tuners. 


A bow-tie T-line transition [13] is used to couple energy 
from the stripline to a full height output waveguide and the 
reflection coefficient for the transition across the band is 
shown in Figure 2.  


The graph in Figure 3 shows the calculated input reflection 
coefficient verses output frequency for different input power 


levels. The predicted results shows that the doubler gives a 
reflection coefficient better than 20 dB at the design frequency 
332 GHz for 40 mW input power (10 mW/anode), the power 
for which the design is optimised.  


 


 
Figure 2 Return Loss for the Bow-tie T-line transition 


 
 
Figure 3 Predicted input reflection coefficient versus output frequency for 
different input power 
 


Figure 4 shows the output power and efficiency predicted for 
the design for series anode resistance of 4  and optimised 
pump power 40 mW. The simulated responses for the design 
for anode resistance 6 and 7 and input pump powers of 20 
and 30 mW are shown in Figure 5. The diode resistance and 
the drive power for the curves shown in figure 5 are selected 
based on the typical measured series resistances and the 
available drive power for testing.  


 
 
Figure 4 Predicted performance of the doubler for the optimum pump power  
of 40 mW and expected diode series resistance of 4   







 
 


 
Figure 5 Predicted performance of the doubler corresponding to the measured 
series resistance and available drive power for testing 


III. DESIGN AND CONSTRUCTION 


The 332 GHz frequency doubler features an integrated 
MMIC chip consisting of Schottky varactor diodes and the 
associated matching circuitry fabricated at the RAL Schottky 
diode facility. The waveguide doubler block and the 
photograph showing the circuit mounted inside the split block 
is shown in Figure 6. The chip is initially fabricated on a 
gallium arsenide substrate and is subsequently transferred on to 
aluminium nitride as the latter exhibits low loss and high 
thermal conductivity at millimetre and sub millimetre 
wavelengths [6]. The integrated chip consists of four Schottky 
varactor diodes arranged in anti-series configuration in the 
input waveguide, a centre stripline for propagating the input 
frequency as TEM mode, a probe for coupling the power to an 
output waveguide and an RF filter for the dc biasing network 
[14] .  
 


    
 (a)    (b) 
 
Figure 6 Photograph of a 332 GHz doubler (a) block (b) inside view showing 
varactor diodes and associated circuitry 
   


At high frequencies it is necessary to reduce the anode 
diameter to reduce the net capacitance, and to increase the 
epitaxial layer doping to delay the onset of velocity saturation. 
An epitaxial layer doping density of 2 x 1017 cm-3 and a buffer 
layer thickness of 6 µm is chosen for the current design. 


Figure 7 shows the scanning electron micrographs of the 
integrated varactor diode filter assembly inside a split block 


waveguide. The overall chip dimensions are 1.2 mm x 0.16 
mm x 0.040 mm and the varactor anode diameter is 3.6 µm. 
The calculated resistance of a single varactor diode used in this 
design is 2.6 , which includes spreading resistance, epitaxial 
layer resistance, and buffer layer resistance [15, 16]. The 
grounding to the varactor diode branch is provided using beam 
leads: see Figure 7. The requirements of impedance matching 
and need to control mode generation means the input 
waveguide height must be reduced at the position of the diode 
array. For this design, quarter height input waveguide is used, 
0.2 mm high. The general design approach is to place the 
diodes closer to the waveguide walls, or use substrates of high 
thermal conductivity, to enable adequate heat dissipation. The 
position of the diodes inside the waveguide decides the 
coupling to external circuitry and the distance between the 
anodes is optimised to achieve almost equal coupling from the 
two diode branches to the circuit.   
 


   
 


      
 
Figure 7 Electron micrographs of the beam lead chip in position in the 
waveguide block. 


IV. MEASUREMENT SETUP 


The doubler was tested at input frequencies between 160 to 
170 GHz. The input drive power for the doubler comprised of a 
Carlstrom Gunn oscillator for W band power generation (60-80 
mW) followed by a VDI doubler [VDI D162], which generated 
between 12 and 33 mW for output frequencies between 300 to 
345 GHz. The measurement setup is calibrated initially by 
measuring the output power from the doubler using an 
Eriksson power meter and a WR5-WR10 waveguide transition 
as shown in Figure 8. The output power and efficiency of the 
RAL doubler under test is measured using the power meter and 
a WR3-WR10 transition. Corrections to measured powers are 
made appropriately for losses in the transitions.  
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Figure 8 Measurement setup for RAL doubler performance measurement  
 


V. EXPERIMENTAL RESULTS 


The measurement results are presented for a doubler using 
two different MMICs mounted inside the same waveguide 
block, and those two MMICs are selected from the same batch 
obtained from a single wafer process run. Figure 9 shows the 
measured efficiency plotted for the maximum available input 
power for both circuits. Circuits 1 and 2 show almost similar 
performance: circuit 1 exhibits a peak efficiency of 12.8 % at 
332 GHz and circuit 2 yields 13.5 % at 328 GHz. There is a 
slight variation in the input power profiles due to the variation 
in VDI doubler bias between two measurements.  
 


 


 
 
Figure 9 Input power and the efficiency measured for the novel 325 GHz 
doubler using two different varactor MMICs from the same wafer. 
 


The curve shown in Figure 10 is the output power measured for 
circuit 1 for the input power given in the top plot of Figure 9. A diode 
resistance of 6 to 7  is measured for a single anode in these chips 
and the input power applied varied between 12 to 33 mW for different 
input frequencies. The curve shows that the measured output power 
varies between 0.2 and 4 mW in the frequency band 315-345 GHz. 
The graph also shows the predicted performance for a constant 30 
mW input power and 7  diode series resistance. There is close 
agreement between the measured and modelled performance. 
 


 
Figure 10 Output power verses frequency measured for the 332 GHz doubler 
for circuit 1. The predicted performance plotted is for 30 mW input power and 
7  diode series resistance  


 
In the model, the doubler circuit has been optimised for a 


pump power of 40 mW throughout the frequency band. 
However, the doubler is tested at a drive power at much lower 
level than the optimum due to the unavailability of enough 
pump power for testing.  The doubler is significantly under 
pumped, especially at frequencies up to 330 GHz and it is 
expected that the efficiency will improve with an increased 
drive level. At 332 GHz the output power is measured 
sweeping the input pump power and the efficiency calculated: 
Figure 11. The efficiency increases linearly with frequency, 
indicating that doubler is not operating at a saturated drive 
level. Therefore, an improvement in efficiency can be expected 
with increase in drive power, even at the higher edge of the 
band. 


 







 
 


 
Figure 11 Output power and efficiency plotted vs. input power at 332 GHz. 
 


Bias is provided via an external dc supply. The graph of dc 
bias voltage and current versus output frequency is shown in 
Figure 12. The bias is optimized at each frequency to deliver 
maximum power at the second harmonic. The anti-series 
arrangement of the doubler has two anodes in each branch, so 
that the voltage applied to each anode is one half of that shown 
in the graph, and similarly the current per pair is half the 
indicated amount. The current drops towards zero at 332 GHz, 
the point where the peak efficiency is observed.  


 
Figure 12 Measured dc  current and bias voltage versus output frequency for 
the doubler circuit. 


VI. DISCUSSION 


The measured performance agree reasonably closely to the 
predicted performance as shown in Figure 10. Input power and 
anode resistance applied for generating simulation curve in the 
comparison plot are the measured anode resistance and input 
power applied to the real circuit. 


Swept input power measurements for the doubler indicates 
that the efficiency and bandwidth of the circuit will improve by 
increasing the drive power throughout the band. The measured 
diode resistance is quite high, ~ 6/7 , compared to the 
calculated value of 2.6 . It is anticipated that current iterative 
wafer runs will deliver devices with a lower series resistance. 
From the efficiency curve plotted in Figure 13, a peak 
efficiency above 20% could be achieved by using the same 
circuits with a diode of 4  resistance .     


 
Figure 13 The predicted efficiency for a circuit using diodes of series 
resistance 4 ohms 


 
Alternatively, Figure 14 shows the predicted performance for 


the doubler block using circuits with the same resistance as the 
measured ones but with more input drive power. 


 
Figure 14 Predicted efficiency for the as-built doubler circuit for a 45mW drive 
power 


 
Figure 13 and 14, both indicate that an efficiency above 20% 


could be achieved by using the same doubler circuit with lower 
diode series resistances or by using higher drive power with the 
current, as-built, circuit. 


VII. CONCLUSIONS 


A novel 332 GHz integrated doubler based on transferred 
substrate technology has been demonstrated. The doubler gives 
a peak efficiency of 13.6% at the design frequency 332 GHz. 
The 3 dB bandwidth measured for the design is ~7%. Predicted 
and measured performances are in good agreement.   It has 
been established by simulation and measurements that the 
performance of the existing doubler could be significantly 
improved by increasing the input drive power. It has also been 
shown that the MMIC circuit will perform better if lower series 
resistance diodes can be produced. The creation of circuits with 
lower series resistance is underway.  
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Abstract- We investigate effects of the Si3N4 passivation on the 


DC and RF characteristics of 0.1 μm InAlAs/InGaAs/GaAs 
metamorphic high-electron-mobility transistors of two different 
gate-recess structures. In the wide gate-recess structure, 
maximum drain-source saturation current (Idss,max), maximum 
extrinsic transconductance (gm,max), cut-off frequency (fT), and 
maximum frequency of the oscillation (fmax) are reduced by 14.8, 
11.6, 14.5, and 13.5%, respectively, after the passivation; on the 
other hand, only 5.7, 4.9, 6.6, and 7.1 % reductions are measured 
from Idss,max, gm,max, fT, and fmax, respectively, in the narrow gate-
recess structure. From the our modified charge control model 
and the simulation results based on the additional charged states 
present at the semiconductor/Si3N4, it is successfully revealed 
that greater degradation of DC characteristics in the wide gate-
recess structure is due to the surface states of a higher density 
than that in the narrow gate-recess structure. A greater 
reduction in the fT of the wide gate-recess structure after the 
passivation is also associated with the passivation-induced 
surface states of a higher density in the wide gate-recess structure. 
A greater increase of the gate-to-drain parasitic capacitance 
played a key role in more severe passivation-induced degradation 
in fmax of the wide gate-recess structure. 
 


I. INTRODUCTION 
 


High-electron-mobility transistors (HEMTs) have been 
highlighted for its superior radio frequency and DC 
characteristics to those of conventional Si-based transistors at 
millimeter-wave frequencies. For example, InAlAs/InGaAs 
metamorphic high-electron-mobility transistors (MHEMTs) 
used in this study show the typical cut-off frequency and 
maximum frequency of oscillation of 100-440 GHz and 250-
450 GHz, respectively, using the 50-100 nm gate-length 
technology and also exhibit the excellent low-noise 
performance. Due to the excellent RF and DC performance of 
the MHEMTs, they have promising application fields in 
millimeter wave systems, such as satellite or communication, 
radiometry, and base station.   
However, similar to other semiconductor devices, the 


exposure of the MHEMTs to air ambient can give rise to 
various problems such as the degradation of the electrical 
performance and the physical damage through the oxidation, 
moisture and the pollution by dust and chemical materials. 
These problems critically affect the electrical characteristics of 
the channel layers for the two-dimensional (2D) electron 


transport through the exposed surface. Hence, the role of 
passivation is in this sense very important for device operation 
stability and reliability. 
 Silicon nitride (Si3N4) is one of the most common 


passivation materials for the GaAs MHEMT and is known to 
effectively protect the devices from the external damages from 
a conventional plasma-enhanced chemical vapor deposition 
(PECVD) method. However, the devices performance 
variation after the Si3N4 passivation is unavoidable, and this 
phenomenon is most likely associated with the surface states 
induced by many possible causes, such as the ion 
bombardment during the film deposition [1], high stress states 
[2], Si-NH bonding states [3].  
 In this study, we examined the physical role of the Si3N4 


passivation and compared the DC and RF characteristics of 
the 0.1-μm MHEMTs before and after the passivation using 
two different gate-recess structures influencing the surface 
states of the device.  
 


II. EXPERIMENTAL 
 


The depletion mode MHEMT epitaxial structures were 
grown by molecular beam epitaxy on a semi-insulating GaAs 
substrate, and the overall compositions of the epitaxial 
structure are shown in Fig. 1. The grown epitaxial layers 
showed a two-dimensional electron carrier density (ns) of ~3.5 
× 1012 cm-2 and a hall mobility of ~9700 cm2 V-1 s-1 at room 
temperature. To compare the DC and RF characteristics 
according to gate-recess structures and passivation, we 
fabricated the two different gate-recess structure, wide and 
narrow gate-recess structures has two gate fingers with a unit 
gate width of 70 μm, as shown in Fig. 2.  
To isolate from other active regions, mesa etching was 


carried out by removing a 200 nm thickness in an etchant of 
H3PO4 : H2O2 : H2O. Then Ohmic contacts were formed by 
electron beam evaporator with AuGe/Ni/Au. After 
metallization, rapid thermal annealing was performed at 320 
oC for 60 sec under vacuum condition. The contact resistance 
showed ~3.5×1012 cm-2. Gate-recess structures were formed 
by etching the cap layer with succinic acid : H2O2 solution. A 
0.1 μm T-gate patterning was carried out by electron beam 
lithography system (EBPG-4HR, Leica Microsystems Ltd.) 
operating at an acceleration voltage of 50 keV, a beam size of 







      


 
50 nm and a beam current of 1 nA. After T-gate patterning, 
gate metal formation of Ti/Au was followed by passivating 
with PECVD Si3N4 films (80 nm) at 250 oC, 700 mTorr. In the 
case of the narrow gate-recess structure, all other process, 
except the gate-recess step, were performed in the same order. 
Gate-recess process was performed after a 0.1 μm T-gate 
pattering followed by descum step for stripping the remained 
electron beam resist in an O2  plasma asher. 
 


III. RESULTS AND DISCUSSION 
 


The DC characteristics of the MHEMTs were measured in an 
HP 4156 DC parameter analyzer. As shown in Fig. 3, in the 


case of wide gate-recess structure, the maximum drain-source 
saturation current (Idss,max) were ~61 and ~52 mA before and 
after the passivation, respectively, and maximum extrinsic 
transconductance (gm,max) were ~507 and ~448 mS mm-1 
before and after the passivation at a gate voltage (Vgs) of 0 V  
and a drain voltage (Vds) of 1.5 V. In the case of the narrow 
gate-recess structure, Idss,max were ~87 and ~82 mA,  and gm,max 
were ~613 and ~583 mS mm-1, respectively, before and after 
the passivaion. The degradation of DC characteristics after the 
passivation has been observed in many materials systems for 
the HEMTs, such as InGaAs/InAlAs, GaAs/AlGaAs and 
InGaAs/AlGaAs. From our investigation, the degradation of 
DC characteristics after the passivation was much greater in 
the case of wide gate-recess structure.  
The dependence of the DC characteristics on the gate-recess 


structures can be explained by the presence of the free surface 
states. The negatively charged free surface states on the 
InAlAs Schottky barrier surface decrease the channel sheet 
carrier density (ns) by modulating the electric potential inside 
the channel. As shown in Fig. 2, the wide gate-recess structure 
has much greater area of exposed InAlAs surface compared to 
narrow gate-recess structure. The reason why the InGaAs free 
surface states has negligible density compared to the InAlAs 
surface state is not clearly understood. However, one possible 
cause is related to the Al-O bond on the InAlAs surface, which 
is observed by x-ray photoelectron spectroscopy [4]. This type 
of Al-O defects in the Al-alloy compound semiconductors are 
hardly removed because of its high thermal stability. 
The area density of negatively charged free surface states 


(Ni) in two types of gate-recess structures with and without 
passivation could be estimated by using equation 1-4. The 
extra bias term for the effect of the negatively charged free 
surface states was added into the charge control model [5], 
and the ns can be expressed by 
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, where εr is the relative dielectric constant, ε0 is the electrical 
permittivity in vacuum, e is the electronic charge, d is the 
distance between the gate metal and the channel, Δd is the 
distance correction factor which is typically ~8 nm [5-7], Vp is 
the pinch-off voltage and Ni is the area of the free surface 
state, Np is the area density of the negatively charged surface 
state induced by the Si3N4 passivation. 
To validate the effects of additional charge states induced by 


the Si3N4 passivation, the hydrodynamic models simulation 
was performed by using the ISE TCAD simulation of  


 
Fig. 1 Epitaxial structure of the MHEMT 


 
 


(a) 
 


 
(b) 


Fig. 2 Cross-sectional schematics and effects of the 
electric field induced by the surface states in the cases of (a) 
wide and (b) narrow gate-recess structures. 







Synopysysco [8, 9]. For the simulation, the Ni and Np values 
were estimated by using equations 1-4. The Ni value was ~1.3 
× 1012 cm-2 in case of wide gate-recess structure, while no free 
surface state was assumed in case of narrow gate-recess. NP 
values were ~1.6 × 1011 cm-2 and ~4.5 × 1011 cm-2 in cases of 
narrow and wide gate-recess structures, respectively. As 
shown in Fig. 3, the simulation results showed good 
agreements with the measurements and successfully supported 
the proposed role of surface states induced by the Si3N4 
passivation in DC characteristics. 
It is not clearly revealed yet why the wide gate-recess 


structures have approximately three times higher surface state 
density than narrow gate-recess structure. One possible 
explanation can be associated with the difference of contact 
layer of two gate-recess structures. The wide gate-recess 
structure undergoes various process-related damages, such as 
plasma-induced ion bombardment, oxidation and wet etching. 
The InAlAs layer exposed by wet etching can give rise to 
surface oxidation before the passivation because of its higher 
oxidation affinity than the InGaAs. 
The RF characteristics were measured in a frequency range 


of 0.5-50 GHz using a HP 8510C network parameter analyzer. 
Fig. 4 are the plots of the measured maximum stable gain 
(MSG) and the h21 gain versus frequency. The fT was defined 
by extrapolating the h21 curve at a slope of 6 dB/octave, 
whereas the extrapolation of the MSG curve was performed at 


a slope of 3 dB/octave up to a frequency where the stability 
factor becomes unity. As shown in Fig. 4, the narrow gate-
recess structure showed less significant degradation on RF 
characteristics after the passivation. In the case of a wide gate-
recess structure, fT and fmax were ~131 and ~340 GHz, 
respectively, before the passivation; however, they were 
reduced respectively to ~112 and ~294 GHz after the 
passivation. 


                         
(a)                                                                                                (b) 


                            
(C)                                                                                                                            (d) 


Fig. 3  Measurements and simulation results of (a) Ids versus Vds (b)  gm at a Vds of 1 V for the narrow gate-recess structure, (c) 
Ids versus Vds (d)  gm at a Vds of 1 V for the wide gate-recess structure.  


To examine the effects of the passivation on the RF 
characteristics, the small-signal parameters were extracted 
using the Dambrine method [10] as summarized in table 1, 
where gm,int, Cgs, Gds, Ri, Rs, Rg, and Cgd represent the intrinsic 
transconductance, gate-to-source capacitance, drain output 
conductance, intrinsic resistance, source resistance, gate 
resistance, and gate-to-drain capacitance, respectively. Each 
parameter was extracted from 12 different MHEMTs, and 
their average values were shown in the table 1. The fT can be 
given by a relationship of fT ∝ gm,int/Cgs. After the Si3N4 
passivation, the fT of the wide gate-recess structure exhibited a 
greater reduction of ~14.5 % (from 131 to 112 GHz), while 
the fT of the narrow gate-recess structure was reduced by only 
~6.6 % (from 136 to 127 GHz). A greater reduction of the fT 
was attributed to a greater reduction of the ratio gm,int/Cgs 
(~10.2 %), which was originated from more severe 
passivation-induced degradation of the gm,int in the wide gate-
recess structure. On the other hand, almost the same increases 







in the Cgs were observed in both gate-recess structures. 
Therefore, it can be concluded that greater degradation of the 
fT in wide gate-recess structure is mainly due to the 
passivation-induced surface states, which are more highly 
populated in this structure than in the narrow gate-recess 
structure, and the resulting degradation of the transfer 
characteristics.  


 
After the passivation, more degradation of the fmax was 


shown in the case of wide gate-recess structure. The 
relationships fmax and small-signal parameters are shown in 
equation (5). The fmax sensitively depends on the ratios 
Gds/gm,int and Cgd/Cgs factors.  
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   As shown in table 1, the ratio Cgd/Cgs of the wide gate-


recess structure produces a greater increase of ~8.5 % after the 
passivation than that of the narrow gate-recess structure 
(~3.5 %), while the ratio Gds/gm,int shows almost the same 
reduction ratio in both gate-recess structures. A greater 
increase of Cgd/Cgs ratio in the case of wide gate-recess 
structure after the passivation is due to the greatest increase of 
Cgd (~15.8%) among all extracted parameters. Therefore, we 
can conclude that the greatest increase of Cgd makes a major 
contribution to ~13.5 % degradation of the fmax in the wide 
gate-recess structure. On the other hand, Cgs values are much 
greater than Cgd values in both gate-recess structures, 


therefore, the effect on fmax by the Cgs value was negligible. 


 


 


 
Table 1 Extracted average small-signal parameters.


 


 
 


(a) 


  
 


(b) 


Fig. 4 RF gains-frequency plots measured from the 
MHEMTs of (a) narrow and (b) wide gate-recess structures. 


 


IV   CONCLUSION 
 
We investigated the effects of Si3N4 passivation on DC and 


RF characteristics of wide and narrow gate-recess structure by 
charge control model, and simulation based on the additional 
charge states present at the interface of Si3N4 passivation and 
semiconductor. From simulation results and measurement, we 
proposed that the greater degradation of DC characteristics 
and fT in the wide gate-recess structure was due to the surface 
states of higher than that of narrow gate-recess structure. But, 
the degradation of fmax was due to gate-to-drain parasitic 
capacitance induced by Si3N4 passivation. 
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INTRODUCTION 


Optically pumped THz systems exploit the interaction of 


electromagnetic fields at optical frequencies with doped Ga As 


substrates to generate electric currents with important 


components in the THz spectrum, [1]. Specifically, THz Time 


Domain Spectrometers (TDS) use femtosecond optical pulses 


to generate broad band electrons currents in a D.C. biased 


photoconductive switch [2], [3]. The currents, in turn, can be 


viewed as field sources, with efficiency which is dominated by 


the surrounding geometry they interact with: i.e. the antennas. 


These are typically required to operate over frequency 


bandwidths that exceed a decade, possibly inducing minimal 


dispersion in the radiated pulses. The state of the art in the 


field of tunable and pulsed THz sources is represented by wide 


band integrated antennas typically printed on dielectric slabs 


of thickness E, which in turn are glued to hemispherical 


dielectric lenses of radius R, Fig1 (a).  


 
Fig. 1. Lens Geometry: (a) extended hemispherical lens with 


radius R and extension height E and (b) extension wafer 


including an air cavity H. 


 


These antennas have been studied intensely. In this paper three 


linearly polarized feeds for such lenses, are discussed: the 


Auston switch, the bow tie and the long slot, Fig. 2. The 


Auston switch [3], is the one most widely used for THz TDS 


but to date the most performing linearly polarized and non 


dispersive feed for dielectric lenses is the bow tie. In fact, 


unexpectedly, bow-tie like antennas (i.e. long dipoles) have 


been shown to perform much better, [4], impedance wise than 


standard dipole switches. Despite representing the state of the 


art, the bow tie suffers from important reflections at the 


dielectric air interface which reduce its performance. A real 


solution could be the design of directive feeds which focus the 


energy toward the upper part of the lens. However, only 


narrow band structures were so far available as directive feeds 


for the dielectric lenses, [5].  


 


 
Fig. 2. Antenna Geometry: (a) Bow tie, (b) Auston switch, and 


(c) long slot. 


 


The BW and dispersivity problem is essentially solved by the 


recently introduced, slot based as in Fig. 2c, leaky lens 


antenna [6], [7]. With respect to the standard bow tie and 


Auston switches the main difference is associated to the 


radiating antenna being printed on a membrane kept at a very 


small separation distance from the lens, Fig1. (b).  


NUMERICAL RESULTS: BOW TIE AND LEAKY LENSES 


The bow tie geometry considered here is essentially the one 


proposed in [4] with flaring only close to the feeding points. 


The explicit dimension are wd = 50μm and lt = 150 μm, with 


the central gap which is 5 μm x 5 μm for all antennas 


considered in this paper. The antennas are also connected to 


contact pads for d.c biasing. Accordingly the pads are 


lengthening the dipoles. The bow tie is in fact used in a 


frequency regime where it is extremely long in terms of the 


wavelength and radiates according to a leaky mechanism. As 


expected the matching as a function of the frequency is very 


smooth, and it does not show impedance resonances for 


frequencies above 100 GHz. The radiated patterns inside the 


dielectric are also quite frequency independent, as shown in 


Fig.3 where the field amplitude is plotted in elevation and 


azimuth. The bow tie radiates an important percentage of its 


power toward the lower angles of the lens, especially in the E 


plane. This creates high reflections at the dielectric air 


interface that are minimized resorting to low extension 


lengths, h. The counter indication of this strategy is that the 







phase error cut off, implicit in using hemispherical lenses 


rather than the elliptical shape, occurs for lower frequencies. 


 


 
Fig. 3. Primary field amplitude of the Bow tie antenna at 


500GHz (a) and 2THz (b). 


 


The gain as a function of the frequency for the bow tie 


discussed in Fig.3and printed at the lower focus of an 


extended hemispherical lens of radius of R = 5mm and E = 


0.31R is shown in Fig.4. Also reported is the comparison with 


a similar Auston switch printed inside the same lens. One 


should not for both the feeds there is a cut off frequency above 


which the antennas cannot be properly used due to the 


important phase error due to the reduced extension length E (it 


would be E=0.4 R for a synthesized ellipse) equivalent 


eccentricity. The patterns of the Auston switch, even if not 


reported are less symmetric and presenting high side lobes 


than those obtained via the bow tie.  


 
Fig. 4. Gain as a function of the frequency for a bthe bow tie 


discusses in section Primary field amplitude of the Bow tie 


antenna at 500GHz (a) and 2THz (b) 


 


A higher extension length would have extended the 


usablefrequency range at the cost of higher reflection losses. 


 


The last leaky lenses are the enhanced leaky lens slot antennas 


[6]- [7] which are completely planar and characterized by the 


separation air layer, h, between the Ga-As substrate and the 


lens. The inclusion of this air-layer guarantees that the 


radiation of the leaky mode happens, for dense dielectrics (r 


> 10) for angles γlw in the order of 72
o
. 


This value should be compared to 45o, which is the largest 


value that could be achieved, even for very large values of r, 


when the antenna are printed directly on dense dielectric 


rather than on membranes. The slotted structure is shown in 


Fig. 2c). The characterizing geometrical parameters are the 


width ws = 25μm the separation layer, h=12.5μm, and the 


tapering of length lt = 150μm toward the feed point, where the 


slot is wf wide. The slot extends below the entire lens.  


The central gap is 5μmx5μm for all antennas considered The 


fields radiated inside the dielectric by the slot are quite 


frequency independent, as shown in Fig.5, and focused in the 


central portion of the lens. The fields peaked around the 


critical angle of 18
o
 from the normal (72


o
 from the ground 


plane). The fields are also almost rotationally symmetric. 


Since the central portion of the lens is the most efficient one, 


these lenses are also characterized by very clean secondary 


beams.  


 


 
Fig. 5. Primary field of the enhanced leaky wave slot antenna 


at 500GHz (a) and 2THz (b). 


 


 


The gain as a function of the frequency for the slot fed leaky 


lens discussed in Fig.5 and printed at the lower focus of an 


extended hemispherical lens of radius of R = 5mm and E = 


0.31R is shown in Fig.6. Also reported is the comparison with 


a similar Bow tie Bow tie (wd = 50μm,lt = 150μm). printed on 


the same small membrane. 


 


 
Fig. 6. Gain as a function of the frequency for slot or bow tie 


fed leaky lens  







 


Thanks to the fact that extension length is kept small, E = 


0.31R, the lens gain is slowly varying with frequency, with an 


overall gain that increases by 6 dB on the band that spans from 


500 GHz to 2 THz. The standard expectation for a fully 


excited aperture would imply a gain grow of 12 dB in the 


same frequency span. The front to back ratio is the only limit 


to the higher frequency usability of these antennas. In fact as 


the frequency increases the separation h becomes significant 


in terms of the wavelength and the leaky wave mechanism can 


loose its dominant role to direct space wave radiation. As this 


happens a larger portion of the energy radiated by the slot is 


not coupled to the lens. However, for small values of h the 


front to back ratio loss grows only linearly with frequency 


without any real cut off frequency.  


 


CONCLUSIONS 


 


In this paper, by providing a fair comparison of the 


performances of three feed types, the enhanced leaky lens 


antennas, fed by slots or by bow ties are shown to provide 


significantly superior performances in terms of power x 


bandwidth with respect to the state of the art in non dispersive 


lens feeds. The enhancement corresponds to printing them on 


a thin membrane kept at close distance from the dielectric 


lenses. Even if not reported also the pattern quality is 


significantly better. The advantages are particularly important 


when the antenna is to be used as feed of a focusing reflector. 


However significantly improved, bow ties will still suffer 


from some level of beam asymmetry in the two planes which 


are not there in the case of the slot fed leaky lenses. 
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Abstract- A shaped integrated lens antenna fed by a circular 
waveguide with a flange is designed and optimized in Ka-band 
(29.5 GHz) using BoR-FDTD software. The lens with an 
optimized dielectric taper is fabricated in Rexolite. As 
demonstrated both numerically and experimentally, the proposed 
antenna outperforms its conventional hemielliptic analog in terms 
of gain and aperture efficiency. The advanced performance is 
achieved thanks to exploiting the focusing and resonant features 
of the compact-size optimally-shaped dielectric lens.  


 


I. INTRODUCTION 


Dielectric lens antennas (DLA) are widely used in mm-wave 
communication and radar systems, e.g. [1-3]. In most cases 
lens shapes are either defined analytically (e.g. [1]) or 
synthesized numerically using advanced surface optimization 
algorithms. The latter enables creation of compact-size DLAs 
with advanced performance characteristics: better aperture 
efficiency [4, 5], enhanced gain [6, 7], improved steering 
capabilities [8, 9], shaped radiation patterns [2, 10], etc.  


Although lens profile optimization seems to be a well-
established way of DLA design whose strong potential has 
been demonstrated in many publications, in reality until now 
there exists no full-wave synthesis-oriented CAD tools capable 
of fast and reliable optimization of miniaturized arbitrary-
shaped DLAs. This is because most of available tools are still 
based on high-frequency techniques (e.g. [2, 6, 10]), which 
makes them fast but limits their range of reliable applicability 
by electrically large lenses with gently curved surfaces.  


To overcome these limitations, full-wave synthesis-oriented 
software has been developed based on the Finite-Difference 
Time-Domain technique for bodies of revolution (BoR-FDTD) 
and genetic algorithm [11]. Utilization of this new software 
enabled us to design the first integrated DLA whose operation 
principles are based on a combination of the optical-type 
focusing and excitation of an internal resonance which is used 
to improve matching and to sharp the antenna radiation pattern.  


This paper describes the design procedure and radiation 
characteristics (theoretical and measured) of the hybrid-type 
DLA whose performance is superimposed with that of a 
conventionally-shaped extended hemielliptic DLA of the same 
dimensions. As will be demonstrated below, careful accounting 
for both optical and modal features of compact-size lenses 
opens doors for creation of DLAs with improved gain and very 
high aperture efficiency. 


 


   
  (a)                                                             (b) 


Figure 1. Axisymmetric DLA fed by a standard air-filled circular waveguide 
with finite-size circular flange: (a) Generic view and notations, (b) Antenna 
prototype. The lens and dielectric taper are fabricated in a single block –
shown in grey color in (a). 
 


II. DESIGN PROCEDURE  


The generic configuration of the antenna is shown in Fig. 1. 
The lens is made in a low-permittivity and low density material 
(Rexolite, εr = 2.53, tanδ = 6×10-4 at 60 GHz) and is fed by a 
standard air-filled circular waveguide operating in its 
fundamental mode TE11. Such a feed ideally fits the selected 
design methodology thanks to its axisymmetric geometry and 
azimuthal-mode decomposition required by the BoR-FDTD 
formulation. 


In simulations the optimization goal is defined as to find the 
antenna configuration providing the best broadside directivity 
and fitting the antenna family defined in Fig. 1. In addition, the 
maximum side lobe level (SLL) is fixed at -15 dB, and the 
maximum authorized reflection coefficient value (S11) at the 
design frequency is set to -12 dB. As we focus our attention on 
reduced-size DLAs, the search space for the lens profile has 
been bounded as follows 


 


∅lens ≤ 4×λ0,   Hlens ≤ 4×λ0,   ∅gnd ≤ 8×λ0,       (1) 
 


where λ0 is the wavelength at the design frequency 
f0 = 29.5 GHz (λ0 = 10.17 mm).  


As a reference solution, an extended hemispherical (EHS) 
lens antenna made of Rexolite and fed by the same feeding 
structure is considered. The lens diameter and height are fixed 
at 4×λ0. For the selected material, this design provides a close 







geometrical agreement with the extended hemielliptic (EHE) 
lens [1]. The fabrication simplicity and the very small 
difference in the performance characteristics of the EHS and 
EHE DLAs with defined parameters explain why we selected 
the former for the fabrication and measurement purposes. 


To guarantee the accuracy of simulations when dealing with 
small-size shaped dielectric lenses [12], we solve this 
optimization problem using an advanced synthesis tool 
recently developed by the authors based on the combination 
between a BoR-FDTD solver and a real-valued genetic 
algorithm (GA) implemented on a grid computing platform to 
speed up the design process [11].  


The design procedure is split in two successive steps. First, 
the lens profile (defined by 10 nodes connected with cubic 
splines) and ground plane size are optimized to comply with 
the radiation specifications defined above. Here we assume 
that the antenna is fed by a matched waveguide filled by 
Rexolite. Second, the dielectric and metallic tapers are 
optimized to match the antenna at f0 (in this case, the lens 
shape and ground plane size are those determined in step 1).  


III. RESULTS  


The best antenna configuration found is shown in Fig. 1a.  
Its dimensions are: ∅lens = 40.68 mm , Hlens = 40.68 mm, 
∅gnd = 76.59 mm. Note that height and diameter has reached 
the maximum allowed values (4×λ0) whereas the ground plane 
size is slightly smaller than its allowed upper limit.  


To assess the design quality experimentally, two antenna 
prototypes have been fabricated using a computer-numerically-
controlled lathe: shaped DLA (Fig. 1b) and EHS with the same 
dimension used as a reference solution (not shown). The lenses 
and their tapers were made in a single block of Rexolite.  


The simulated radiation patterns for the optimized shaped 
DLA and its conventional analogue are shown in Fig. 2 at 29.5 
GHz. The radiated beam of the shaped DLA has a narrower 
main beam and SLL below -16 dB, that is ~ 5dB better than for 
EHS DLA. Other radiation characteristics of the shaped DLA 
are the following: the directivity equals 23.7 dBi (which is 2.7 
dB better than the reference solution, Fig. 3), and the reflection 
coefficient is -17 dB at the central frequency and remains 
below -12 dB over a relative band of ±4% (skipped for brevity). 
Finally, the aperture efficiency of the shaped antenna is 
calculated as η ap = Aeff / Aphys, where Aeff  and Aphys denote the 
maximum effective aperture (Aeff = ηloss D λ0


2
 / 4π) and the 


physical aperture (Aphys) of the antenna (D is the maximum 
antenna directivity and ηloss represents the antenna losses). 
Here the physical aperture is defined as Aphys = π ∅ ²/ 4, where 
∅ = max  (∅lens , ∅gnd ). The variation of η ap is represented in 
Fig. 4 at 29.5 GHz as a function of the ground plane size 
(assuming ηloss = 1). As seen η ap reaches 100% for ∅gnd = 
∅lens  (which is already remarkable value for DLAs [5]) and 
106% for ∅gnd equal to its optimal value 76.59 mm. The latter 
results can potentially be achieved on practice if the lens is fed 
by a planar feed whose substrate may serve as the ground plane 
with no “additional cost”.   


 
Figure 2. Normalized radiation patterns in both principal planes: E-plane (solid 
line), H-plane (dotted line). Black line: optimized shaped DLA. Grey line: 
EHS DLA with the same dimensions,   : primary feed. 
 


 
 


Figure 3. Measured gain (solid lines) and theoretical directivity (dashed lines). 
Black lines: optimized shaped lens. Grey lines: EHS lens with the same 
dimensions. The gain was measured with the comparison method using a 20-
dBi standard gain horn. 


 


 
 


Figure 4. Aperture efficiency at 29.5 GHz of the shaped ( ), EHS ( ), 
and EHE ( ) DLAs vs. diameter of the ground plane in mm (bottom axis) 
and wavelength (top axis). The solid vertical lines indicate the diameter of the 
feed waveguide and the maximum allowable size of the ground plane. The 
solid and dashed red lines depict aperture efficiency of the shaped DLA 
defined based on two different definitions of the physical antenna aperture.  


 


IV.   DISCUSSION: LENS OR RESONATOR? 


This question raised in [13] helps understand the origins of 
the advanced performance of the designed shaped DLA. For 
compact-size lenses the backscattering from curved surfaces 
may result in strongly pronounced internal resonances [12-14]. 
In most cases this is an unwanted property as it typically leads 
to additional scattering and dissipation losses. From the other 
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hand, internal resonances provide additional degree of freedom 
for control over the antenna radiation characteristics (e.g. 
matching and radiation pattern).  
 


 
(a)   (b) 


Figure 5. Near-field distribution (E-field) computed with the BoR-FDTD 
method at 29.5 GHz: (a) optimized shaped DLA supporting a distorted WG 
mode, (b) EHS DLA with the same dimensions. 


 
Fig. 5 shows computed near-filed patterns of the shaped and 


EHS DLAs fed by the same feeding structures at 29.5 GHz. As 
one can see, the former supports a whispering gallery mode 
(WGM) which is clearly seen thanks to its specific near field 
pattern, whereas the near-field map of the latter resembles very 
much the ray focusing picture. The reason why the shaped 
nearly-spherical lens radiates a well collimated beam becomes 
evident if one refers to [15] where it is demonstrated that shape 
distortion of a circular WGM resonator leads to directive 
emission in two opposite directions: towards and backwards 
the distortion position.  


For the optimized shaped DLA, the slightly distorted 
spherical shape of the lens first traps the scattered power in the 
form of a WGM resonance and then reradiates it in the 
broadside and downside directions. The latter is then mirrored 
by the ground plane and also contributes in the main beam 
formation. As a result, all power extracted from the feed is 
finally guided in the broadside direction that is contrary to 
conventionally shaped lenses where the scattered power finally 
contributes to side lobes (Fig. 2). This explains the advanced 
performance demonstrated by the resonant lens DLA.  


V. CONCLUSIONS 


The first hybrid-type resonant lens antenna has been 
designed (using BoR-FDTD inhouse software), fabricated and 
measured at 29.5 GHz. It has been shown that optimally-
shaped lens, supporting a distorted WGM resonance and 
assisted by a finite ground plane, is capable of producing a well 
collimated beam with low side lobes. The advanced 
performance (improved gain and aperture efficiency) is 
observed over a relative band of ±4% around the central 
frequency as it originates from the resonant behaviour. The 
inherent filtering capability of the proposed antenna makes it a 
favourable candidate for advanced narrow-band applications, e.g. 
satellite based communications or imaging systems.  


More details about the resonant lens antenna and its 
characteristics (calculated and measured) will be given in [16].  
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 Abstract-A dielectric diffractive element, which can convert 


an incident plane wave at millimeter wavelength to be a Mathieu 
beam, is designed. The transverse intensity pattern of the 
generated Mathieu beam is plotted. The Mathieu beam has a 
highly localized distribution along one of the transverse directions 
and a sharply peaked quasi-periodic structure along the other. 
This nondiffracting beam can propagate a long distance without 
change of its transverse intensity distribution.  


I. INTRODUCTION 


The nondiffracting beams have attract many researchers’ 
interests in the past decades. Under ideal conditions, the 
transverse intensity distribution of the nondiffracting beams is 
highly concentrated on the propagation axis and the beams can 
propagate a long distance without suffering from the 
diffraction. Their potential applications in wireless power 
transmission, optical interconnections, laser machining, and 
imaging make them very relevant. 


The first class of nondiffracting beams was introduced by 
Durnin et al. These fields were described in terms of 
nonsingular Bessel function, so they were named Bessel beams 
[1]. The zero-order Bessel beam has the maximum intensity in 
the beam center and is always axial symmetry. For some 
applications, such as in the nondestructive testing, a beam with 
a strip spot can accelerate the testing efficiency, so some other 
nondiffracting beams must be investigated. 


Since the Durnin’s work on Bessel beams in 1987 [1], [2], 
many studies about the nondiffracting beams in optical domain 
have been done [3]. Most of the published works consider the 
basic Bessel, Bessel-Gauss, and Gaussian beams. The 
Helmholtz equation is known to be separable in eleven 
coordinate systems. By solving the Helmholtz equation in 
elliptical cylindrical coordinate system, the Mathieu beams can 
be obtained. In 2000, Gutierrez-Vega et al. demonstrated the 
existence of the optical Mathieu beams experimentally [4], [5]. 


The generation of nondiffracting Bessel beams at millimeter 
wavelength has been realized by Y. Z. Yu and W. B. Dou [6], 
[7]. This paper continues to generate another nondiffracting 
beams - the Mathieu beams. The general properties of the 
Mathieu beams are discussed. A three dimensional diffractive 
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element is proposed to generate the Mathieu beams in 
millimeter wave band and the transverse intensity distribution 
of the generated Mathieu beams is shown. 


II. THE MATHIEU BEAMS 


In the free space, the scalar Helmholtz equation is 


( ) 022 =+∇ Ek .               (1) 


When expressed in the elliptical cylindrical coordinate 
system, this equation becomes, 
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where the elliptical cylindrical coordinate is defined by 
ηξ coscoshhx = , ηξ sinsinhhy = , and zz = . ( [ )∞∈ ,0ξ  and 


[ )πη 2,0∈ are the radial and angular variables respectively, and 
h  is the semifocal distance). 


Substituting the form ( ) ( ) ( )zZFGE ηξ=  into (2) and using the 
separation of variables, the following three equations about the 
three variables z,,ηξ  can be obtained: 
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where zk is the wave vector component on z direction, 
422hkq τ= , and 222


zkkk −=τ .  
Equation (3) has the solution 


( ) ( )zjkzZ zmexp=                      (6) 


and (4) and (5) are known as the radial and angular Mathieu 
differential equations. Their solutions are the radial Mathieu 
function and angular Mathieu function, respectively. 


Thus, the solution of the Helmholtz equation (2) in the 
elliptical cylindrical coordinate system can be expressed as, 
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From (7), for any order m and parameter q, the time 


averaged intensity of the even mode Mathieu beams can be 
expressed as, 
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This indicates that the transverse intensity distribution of the 
Mathieu beam keeps the same as the beam propagates along 
the z axis. Thus, this beam is known as non-diffraction. 


From (8), the transverse intensity patterns of the zero-order 
even mode Mathieu beam with different parameter q are 
plotted in Fig.1 (a)-(c). 


It can be seen that, the transverse patterns of the Mathieu 
beam are highly localized in the angular direction and have a 
quasi-periodic structure along the radial direction. With a large 
parameter q, the periods in the radial direction become sharply 
peaked and the beam has a strip spot in the y direction. 


III. THE GENERATION OF MATHIEU BEAMS 


As in Fig.2, a diffractive element is proposed to convert an 
incident plane wave to be the zero-order even mode Mathieu 
beams. 


The diffractive element is a circular disc with the diameter of 
40mm and average thickness of 3λ at W band. The dielectric 
constant of the element is 2.2. The aperture of the element is 
mesh with small square grids with the maximum edge length of 
λ/3. The thicknesses in every grid are well designed to control 
the phase distribution of the electromagnetic field on the back 
surface of the element. The radial grids control the radial phase 
distribution as the radial Mathieu function and the angular 
grids control the angular phase distribution as the angular 
Mathieu function.  


The transverse intensity pattern of the converted zero-order 
Mathieu beam with the parameter q=5 in the plane with a 
distance of 60mm to the element is shown in Fig.3. It is seen 
that the aperture intensity distribution has a good agreement 
with the theoretical transverse distribution in Fig.1 (a). 


The thickness distribution of the designed diffractive 
element is plotted in Fig.4. For the Mathieu beam with the 
parameter q=5, the oscillation in the radial direction is mild. 
However, when the parameter q is very large, the oscillation is 
very sharp, and the aperture must be meshed with smaller grids. 


In optical region, the CGH (computer generated holograms) 
is always used to generate laser beams, which is based on the 
magnitude modulation. The proposed diffractive element can 


be seen as a phase modulation element to generate the Mathieu 
beams. Compared with CGH, the diffractive element has 
higher conversion efficiency at millimeter wavelength. 


 
 


 
(a) 


 
(b) 


 
(c) 
 


Fig. 1. The transverse intensity patterns of the zero-order Mathieu beam with 
different parameter q, (a) q=5, (b) q=25, (c) q=595. 


 







 


 
Fig. 2. The generation of the Mathieu beams by diffractive elements 
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Fig. 3. The generated zero-order Mathieu beam, (a) the normalized transverse 
intensity distribution of the generated Mathieu beams, (b) the three 
dimensional view of the normalized transverse intensity distribution. 
 


 


 
 


Fig. 4. The thickness distribution of the diffractive element. 


IV. CONCLUSIONS 


The nondiffracting Mathieu beams solution of the Helmholtz 
equation in the elliptical cylindrical coordinate system are 
deduced. This beam is highly localized in angular direction and 
with quasi-periodic in the radial direction. By optimizing the 
thickness of the diffractive element, an incident plane wave is 
converted to be the zero-order Mathieu beam efficiently. 
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Abstract—Millimeter-wavelength radiation holds promise for
detection of security threats at a distance, including suicide bomb
belts and maritime threats in poor weather conditions. The sensi-
tivity provided by superconducting Transition-Edge-Sensor (TES)
bolometers makes them ideal for high-sensitivity passive imaging
of thermal signals at millimeter and sub-millimeter wavelengths.
We are developing a 350 GHz video-rate imaging system using
800 TES bolometers as detectors. This demonstration system
takes images at distances from 16 m to 28 m. When operating
at 16 m, the resolution is 1 cm over a 1 m × 1 m field of
view. The system is predicted to take video images with a noise-
equivalent temperature difference of 200 mK at 20 frames per
second. Light is captured by an f/2.0 Cassegrain optical system
with 1.3 m primary mirror. The detectors are read out using a
time-domain multiplexed SQUID readout system. We report on
the current status of development of this system.


I. INTRODUCTION


Millimeter-wavelength radiation penetrates clothing and is
non-ionizing, making it a good candidate for identifying threats
held beneath clothing [1]. Portal millimeter-wave systems are
commercially available and have been deployed at airports and
other sites around the world. These systems produce low-noise
images but require the person being scanned to stand still
within a booth.


To safely detect threats such as suicide bomb belts, images
must be taken while the person being scanned is farther away.
These “stand-off” imaging systems face challenges that portal
systems do not, including an uncontrolled environment, moving
subjects (requiring video-rate imaging), increased atmospheric
attenuation and an increase in required angular resolution.


Millimeter-wave stand-off imaging systems fall into two
categories: active and passive. Active imaging systems il-
luminate the observation target with millimeter-wave light
and form images by interpreting the light that is reflected
back. Active systems offer excellent noise performance but
face several challenges, including specular reflections and
scaling to large numbers of detectors. The recent development


US government contribution; not subject to copyright in the United States.


of millimeter-wave radar systems is promising in this area
[2]. Passive imaging systems detect thermal emissions, with
contrast provided by low-emissivity concealed objects reflecting
light that is colder than body temperature. Passive video
imaging systems are available commercially [3], but have
poor spatial and temperature resolution at frame rates faster
than 5 frames per second. Cryogenic passive imaging systems
using superconducting transition edge sensors are also being
developed. One system with 64 detectors produces video images
with a noise equivalent temperature difference (NETD) of 0.5 K
at 6 frames per second with a resolution of 4 cm over a 2 m
× 4 m area [4]–[7]. Another system has much lower noise on
a per-detector basis, but currently has only 10 detectors [8].


We are developing a cryogenic passive video imaging system
for operation at distances from 16 m to 28 m. The system
will contain 800 photon-noise-limited TES bolometers read out
by superconducting quantum interference devices (SQUIDs)
using a multiplexer developed at NIST. The system will
be used as a test-bed to explore trade-offs between NETD,
resolution and video frame rate, with the goal of understanding
performance requirements for specific real-world stand-off
imaging applications.


The system will operate at a frequency of 350 GHz (850 µm)
with 11 % fractional bandwidth. Spatial resolution will be 1 cm
over a 1 m × 1 m field of view at a distance of 16 m, with a
video rate of 20 frames per second. Measurements of prototype
detectors and the system’s optical efficiency indicate that the
fully populated focal plane with 800 detectors should achieve
NETD of 200 mK at 20 frames per second. This paper describes
the optics, detectors, readout, cryogenics and current status of
this system.


II. DESIGN OVERVIEW
A. Optical Frequency Choice


The choice of frequency for a passive imaging system is a
tradeoff between the ability to penetrate clothing (favoring low
frequencies) and spatial resolution (favoring high frequencies).
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Fig. 1. Plot showing measured transmission of our bandpass filter (solid lines)
and typical atmospheric transmission (dashed lines). The passband is centered
at approximately 350 GHz (850 µm) and has a full width at half-maximum
of about 11 %.


The 3 dB point for attenuation through clothing ranges from
350 GHz to 1 THz (high frequencies for thin materials such
as Nylon, lower for thicker materials such as wool) [9]. We
chose 350 GHz to keep clothing attenuation at or below 3 dB
and provide good spatial resolution. This frequency is also the
center of an atmospheric transmission band (see Fig. 1).


B. Optics


Our optical system is an f/2.0 Cassegrain design. The 1.3 m
elliptical primary mirror focuses light onto the hyperbolic
secondary, which directs the light back through the central hole
in the primary; the light then enters an ultra-high-molecular-
weight (UHMW) polyethylene lens at the mouth of the cryostat.
The lens makes the system telecentric, allowing use of a
flat focal plane. The lens/cryostat combination can be moved
relative to the primary mirror to focus the system at distances
between 16 m and 28 m. The optics were simulated with ray-
tracing software and shown to be diffraction-limited across the
entire focal plane and at all focusing distances between 16 m
and 28 m. See Fig. 2 for an annotated picture of the optical
system. A detailed description of the optics has been published
elsewhere [10], [11].


The observation band is defined by a metal mesh filter [12]
cooled to 900 mK, defining an optical bandwidth of 40 GHz
(11 % FWHM fractional bandwidth); the measured passband
of this filter is shown in Fig. 1. Additional filters for thermal
blocking are located at the 4 K, 50 K, and 300 K stages [13].
Total transmittance of the filter stack plus lens is predicted to
be 62 %.


At the focal plane, light is captured by smooth-walled conical
feedhorns that were chosen for their simplicity and ease of
manufacture. To optimize coupling of the feedhorns to the rest
of the optical system, we use feedhorns with a diameter of


Fig. 2. Schematic of optical system. Labels are (A) 1.3 m primary mirror,
(B) secondary mirror with dithering mechanism, (C) cryostat window lens,
(D) detector focal plane module, including bandpass filter. For clarity, the
cryostat is not shown. Inset is a photograph of the primary and secondary
mirror assembly.


3.2 mm, or approximately 2Fλ, where F = 2.0 is the f-number
of the optics and λ = 850 µm is the optical wavelength. The
taper half-angle is 9.4◦, tapering to a 3.5 mm length of 0.6 mm
diameter circular waveguide that leads to the detectors. Finite-
element electromagnetic simulations predict that the feedhorns
will have a spillover efficiency of 54 %. Conductive loss in
the 3.5 mm length of 0.6 mm waveguide behind the feedhorn
is calculated to be about 10 %.


At the back of the 0.6 mm circular waveguide, in front of a
quarter-wave backshort, the light is absorbed by a PdAu mesh
patterned on a relieved membrane as described in section II-D.
Finite-element electromagnetic models predict that the PdAu
mesh will absorb 82 % of the optical power coming down the
waveguide. The mesh absorbs both polarizations.


Because the point-spread-function of the optics has size
Fλ on the focal plane, the feedhorns will be spaced farther
apart than the Nyquist limit. Additionally, the feedhorns will
cover only a portion of the diffraction-limited area of the focal
plane. To generate fully sampled images, and to use the entire
diffraction-limited extent of the optics, the secondary mirror
will be moved by a set of actuators. This “dithering” of the
secondary mirror will move the image across the focal plane,
allowing fully sampled video images to be generated across
the entire 1 m2 target area.


C. Transition Edge Sensors


Optical power is detected by voltage-biased superconducting
transition edge sensor (TES) bolometers [14], [15]. Below a
critical temperature, Tc, a superconductor loses all resistance to
DC electrical current (see Fig. 3). The sharp transition from the
normal state to superconducting state allows a superconductor
that has been biased into its transition to serve as a sensitive
thermometer. Any signal that can be turned into a temperature







change can then be detected as a change in the resistance of the
superconductor. Reference [16] contains a detailed description
of the behavior of TES devices.


Fig. 4 schematically depicts the operation of a voltage-biased
TES bolometer. A superconducting film is thermally sunk to an
optical absorber. An increase in incoming optical power raises
the temperature of the film, increasing the resistance of the
TES, which decreases the current passing through the circuit.
A SQUID detects the drop in current. The device operates in a
negative-feedback loop, with increasing optical power leading
to lower V 2/R Joule heating, allowing the device to operate
stably.


A weak thermal link connects the absorber and supercon-
ducting film to a low-temperature heat bath. The thermal
conductance of this link determines the saturation power Psat


according to Psat = K(Tn
c − Tn


bath), where K and n depend
on the geometry of the thermal link and the dominant heat
transport mechanism in the temperature regime of interest; for
our detectors we expect n ≈ 4.0.


The dominant source of intrinsic noise in a TES bolometer is
thermal fluctuations of the temperature of the TES itself. This
noise is NEPG = F


√
4kBGT 2


c , where kB is Boltzmann’s
constant and the differential thermal conductance G is defined
as G = dP/dTc = nKTn−1


c . The prefactor F is unity
in equilibrium, and in the range 0.5–1.0 under operating
conditions.


Photon noise is also a significant source of noise in our
system. The expression for photon noise, including the effect
of photon bunching, is [17]


NEPph =
√


2hνPopt(1 + ηn̄), (1)


where h is Planck’s constant, ν is the central frequency, Popt is
the total optical loading, η is the optical efficiency (excluding
feedhorn spillover efficiency, because the feedhorn spillover is
terminated at 300 K), and n̄ = [exp(hν/kBT )− 1]−1 is the
average photon occupation number per mode. For our system
observing 300 K radiation, n̄ = 17.5, so the bunching term is
important. Total optical power per detector when observing a
300 K target will be 2ηkBT∆ν = 165 pW. Use of (1) then
gives NEPph = 0.8 fW/


√
Hz.


D. Design of Prototype Detectors


Fig. 5 shows a picture of one of our prototype detectors.
The device is fabricated on a relieved silicon-nitride membrane
approximately 800 µm in diameter. A PdAu mesh absorbs the
light, with mesh dimensions (2 µm wide lines spaced 85 µm
apart) chosen to match the wave impedance of the waveguide.
The Al TES is at the lower edge of the membrane and has
dimensions 64 µm × 64 µm. A 15 µm × 16 µm PdAu heater
resistor sits near the center of the relieved membrane for use
in testing.


We designed our detectors to have Psat = 1 nW at a bath
temperature of 900 mK, for a safety factor of 6 times the
predicted optical loading of 165 pW. Given this saturation
power, an Al TES with Tc = 1.2 K, a bath at 900 mK, and a
target G of 4.5 nW/K should meet our NETD requirements.
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Fig. 3. Illustrative plot of resistance vs temperature for a superconductor. The
transition is typically very narrow, allowing the use of a superconductor as a
sensitive thermometer. A TES detector is voltage-biased into the transition,
with the bias point changing based on changes in optical power.
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Fig. 4. Schematic depiction of the operation of a TES. Optical power
is absorbed onto the TES. Increases in absorbed optical power raises the
temperature of the TES, raising its resistance. The dissipated V 2/R Joule
power in the TES drops, compensating for the increase in optical power, leaving
as constant the total dissipated power flowing out of the TES through the weak
thermal link. This negative electro-thermal feedback allows the detector to
operate stably. Changes in current passing through the TES are detected by a
SQUID.


The dimensions of the eight silicon-nitride legs (11 µm wide
× 40 µm long, 0.5 µm thick) were chosen to achieve this G.


This large thermal conductance requires a large heat capacity
C to keep the thermal time constant near the 1 ms that is optimal
for our readout system. We have achieved this by adding a
2 µm thick gold ring around the outer diameter of the relieved
membrane.
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Fig. 5. A picture of one of our prototype TES detectors. The relieved area is
800 µm in diameter. The different components are: (A) PdAu absorbing mesh,
lines 2 µm wide spaced 85 µm apart, (B) thin-film Al TES, (C) silicon-nitride
legs connecting relieved membrane to the bulk Si substrate that serves as
low-temperature bath, (D) Au ring providing additional heat capacity to slow
the thermal response time of the device for optimal readout, (E) PdAu heater
resistor used for testing.


E. Readout


The array is read out by the SQUID-based time-division
multiplexing (TDM) system developed at NIST [18]. At room
temperature a single Multi-Channel Electronics (MCE) crate
will read out all 800 detectors [19]. The combination of NIST
SQUID TDM with the MCE is used daily to collect data at
three different millimeter-wave telescopes; see [20]–[22]. All
hardware for the full 800 detector array, including cryogenic
wiring, is already installed in our cryostat.


F. Cryogenics


To cool our focal plane to an operating bath temperature of
900 mK, we use a two-stage refrigeration system. The first stage
is a commercially available cryogen-free Gifford-McMahon
cryocooler that reaches 3 K. The second stage is a custom-built
4He sorption fridge that cools to below 1 K, and is based on
a design that has been proven in the field [23]. The system
reaches a base temperature of approximately 900 mK with a
hold time of 13.5 hours when open optically. Operation of the
cryogenics will be fully automated.


III. CURRENT STATUS


We have installed four prototype detectors into our cryostat.
Individual modules with feedhorns integrated into their cover
hold each detector. All data discussed in this section were taken
with the complete multiplexed readout chain configured in a
2 row × 2 column format.
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Fig. 6. Plot showing saturation power Psat vs bath temperature for three
of our prototype devices. Fitting all three parameters n, K, and Tc implies
n ≈ 3.6. The fit constrains n weakly, so for this paper we assume n = 4.0
everywhere; this increases our predicted detector noise by a few percent.
Detector 4307 was measured in a different cryostat with different thermometry,
which could explain the temperature offset from detectors 4309 and 4311.


A. Dark Testing


The prototype devices have a transition temperature of
approximately 1.23 K, with a normal-state resistance of about
3.5 mΩ. Fig. 6 shows measured saturation power vs. bath
temperature for three tested devices; the measured G values
are 5.0 nW/K to 5.4 nW/K. These values of G imply NEPG


of 0.64 fW/
√


Hz to 0.69 fW/
√


Hz, assuming a prefactor F of
1.0. The measured NEP for one of our detectors is shown in
Fig. 7. The measured noise level matches the prediction well.


Adding the detector and expected photon noise in quadrature
gives NEPtot = 1.1 fW/


√
Hz. This total NEP can be


converted to an NETD through the use of the radiometer
equation [24],


NETD =
NEPtot


2kB∆νη
√


2τ
, (2)


where τ is the total integration time per pixel in the processed
video frame, ∆ν = 40 GHz is the pre-detection optical
bandwidth, and η = 0.25 is the total optical efficiency (0.82
absorber efficiency, 0.62 filter stack efficiency, 0.54 feedhorn
spillover efficiency and 0.90 feedhorn insertion loss). Creating
a 1 m2 image with 1 cm resolution requires 2002 pixels
per video frame. With an 800 detector system, this leads to
a “dithering factor” of 2002/800 = 50, meaning that each
detector will image 50 image pixels per video frame, and
τ = 1/(50)(20 Hz). Equation 2 thus predicts that our system
will have NETD = 85 mK across the full field of view at
20 FPS.
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Fig. 7. Plot showing measured noise equivalent power (NEP) spectral density
for one of our detectors. The white noise level is about 0.65 fW/


√
Hz. The


low-frequency increase in noise is due to a drift in bath temperature that we
are fixing. The 120 Hz rolloff is due to a filter in the readout electronics that
was turned on while acquiring this spectrum.


B. Optical Testing


Our optical testing has focused on two areas: measuring
optical efficiency and taking still images.


To measure total optical efficiency we measure the difference
in detected optical power between when the imager is observing
295 K and 77 K blackbodies in the 16 m distant focal plane.
The ratio of this difference in optical power to 2kB∆T∆ν is
the total optical efficiency of the system. The 295 K blackbody
is a sheet of room-temperature Eccosorb AN-72 attached to
an aluminum backing sheet. The 77 K blackbody is a sheet
of Eccosorb AN-72 submerged in liquid nitrogen held in a
styrofoam cooler with walls approximately 2.5 cm thick. We
apply a correction to account for the imperfect transmission of
the styrofoam cooler’s walls, which we measured by moving
the cooler’s lid back and forth in front of the cooler. This
measurement approach resulted in an average optical efficiency
of 11.5 % for the four detectors, about half of the predicted
value of 26 %. We have not yet identified the source of the
lost efficiency, but it is likely that some of the loss is due to
poor alignment of the cryostat with the primary and secondary
mirrors.


We do not yet have enough detectors installed to take video
images. But we can take still images by using the secondary
mirror to raster scan over the target. Fig. 8 shows an image
of a person with a ceramic knife concealed beneath his shirt.
This image includes data from three detectors, with a large
area of overlap near the image center. The knife is visible on
the left side. Also visible is the outline of a pocket, the shirt
collar, and the line of extra cloth backing the shirt’s buttons.


To produce this image, we combined data simultaneously
acquired by three detectors. First, data from each detector
were used to create three sub-images. Each subimage was then
deconvolved by use of the measured point-spread-function of
the system, which has the effect of both (a) reducing noise
on spatial scales smaller than the system’s resolution, and
(b) improving apparent resolution. An edge taper was then


Fig. 8. A sample still image taken with our system. The image was taken
by raster scanning across a person with a ceramic knife concealed beneath
his shirt. The image NETD is 85 mK, with a total image contrast of 14 K.
The contrast between the knife and the warm part of the body next to it is
3.9 K. The total time to acquire the image was 50 s, with an average of 5.5 ms
integration time per image pixel.


applied to each sub-image, and finally all three sub-images
were combined.


The temperature scale was calibrated by use of the heaters
and the measured optical efficiency. The expected contrast in
the image is 12 K (skin temperature of 310 K with emissivity of
0.80, lab background temperature of 295 K). The total contrast
in the image is 14 K, indicating that the calibration is reasonable.
We estimate the image NETD by taking the standard deviation
of pixel temperature values in a flat area of the image. This
yields an image NETD of 85 mK, which is about what we
expect given the integration time per image pixel of 5.5 ms and
the measured optical efficiency. The integration time per image
pixel for video images will be 1 ms, so the implied NETD
for video rate images is 85 mK ×


√
5.5 = 200 mK. This is


approximately two times higher than predicted in section III-A.
The poor measured optical efficiency explains this discrepancy.


IV. NEXT-GENERATION SYSTEM


The current system features high sensitivity and low noise
to facilitate the investigation of the tradeoffs inherent in an
operational system. Adapting this system for field deployment
will require reduction in cost, weight, and complexity. In
addition to modifications such as molded composite optical
elements and simplified cryogenics, we are planning to read
out a next-generation system with gigahertz micro-resonators
that can read out focal planes of either TESs or Microwave
Kinetic Inductance Devices (MKIDs) [25]. This technology
can read out hundreds of detectors with a single coaxial cable,







greatly reducing the cost and complexity of cryogenic wiring,
and allowing focal planes with larger numbers of detectors.


V. CONCLUSION
We have designed a 350 GHz cryogenic terrestrial passive


video imaging system by leveraging technology proven in
the millimeter and sub-millimeter astronomy field. The video
imager will use 800 TES bolometers to image a 1 m × 1 m
field to a resolution of 1 cm at a distance of 16 m at video
frame rates. Measurements of our prototype detectors indicate
that they are close to being photon-noise-limited. Initial optical
testing indicates that the fully populated system will take video-
rate images with 200 mK NETD. Improving NETD to the
predicted 85 mK requires improving our poor optical efficiency,
but requires no changes to the detector design. Our next steps
are to design, fabricate, and install the full 800-detector focal
plane.


REFERENCES


[1] R. Appleby, “Passive millimetre–wave imaging and how it differs from
terahertz imaging,” Philosophical Transactions A, vol. 362, no. 1815, p.
379, 2004.


[2] K. Cooper, R. Dengler, N. Llombart, T. Bryllert, G. Chattopadhyay,
E. Schlecht, J. Gill, C. Lee, A. Skalare, I. Mehdi et al., “Penetrating
3-D imaging at 4-and 25-m range using a submillimeter-wave radar,”
Microwave Theory and Techniques, IEEE Transactions on, vol. 56, no. 12,
pp. 2771–2778, 2008.


[3] C. Mann, “First demonstration of a vehicle mounted 250GHz real time
passive imager,” in Proceedings of SPIE, vol. 7311, 2009, p. 73110Q.


[4] A. Luukanen and J. Pekola, “A superconducting antenna-coupled hot-spot
microbolometer,” Applied Physics Letters, vol. 82, p. 3970, 2003.


[5] E. Grossman, C. Dietlein, J. Bjarnason, A. Luukanen, M. Leivo, and
J. Pentilla, “THz microbolometers for imaging applications,” in Infrared,
Millimeter and Terahertz Waves, 2008. IRMMW-THz 2008. 33rd Interna-
tional Conference on, 2008, pp. 1–1.
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Abstract-The interest  towards submillimetre-wave (or  THz) 
imaging  systems  arises  from  their  ability  to  detect  concealed 
weapons and explosives at a stand-off range up to ~25 meters. 
The authors have previously reported on the demonstration of a 
passive 640 GHz camera that acquires passive THz videos up to 
10 frames/second [2,3].  Our present efforts are focused on the 
development of a new prototype with improved image sampling, 
angular resolution and footprint. In this paper we summarize our 
efforts regarding the characterization of the optical system of the 
demonstrator  with  respect  to  its  modulation  transfer  function 
measurements. 


I. INTRODUCTION


Modulation  Transfer  Function  (MTF)  is  a  fundamental 
figure-of-merit of all image forming systems. 


The  MTF  describes  how  the  system  can  reproduce 
differences in contrast  i.e.  the spatial frequency response of 
the system. This  means that  MTF is  also closely related  to 
more commonly used Point Spread function which tells you 
the systems optical impulse response.


Modulation  Transfer  Function  is  a  normalized  Fourier 
transform of the line spread function (LSF) of the system [1]:


MTF=


∣∫
−∞


∞


F l  x e−iωx dx∣


∫
−∞


∞


F l  x dx
(1)


Direct measurements of the system’s line spread function is 
very hard and in order to get reproducible results with a good 
signal-to-noise ratio an indirect method must be used. The line 
spread  function  can  be  obtained  from  the  system’s  Edge 


Spread Function [4]. The Edge spread function itself contains 
information  about  the  cameras  frequency  response  and  the 
center  frequency of the bolometers used as detectors.  When 
the physical  size  of  the edge and distances  to  detectors  are 
know,  the  diffraction  from  the  edge  is  proportional  to  the 
center  frequency  and  bandwidth  of  our  system.  Thus,  the 
width of the edge spread can be used to infer  the effective 
centre  frequency  of  our  nominally  extremely  broad  band 
system (200 GHz – 1 THz).


The system involved in the measurements is a cryocooled 
linear array bolometer camera with superconducting NbN air-
bridge bolometers. System is described in more detail in [2-3].


In  the  paper  we  will  report  our  results  on  the  ESF 
measurement  campaign,  which  is  under  way at  the time of 
writing of this abstract. 


The Edge Spread Function will be measured by scanning a 
bright point source within the camera’s field of view. We will 
utilize a blackbody source ( a SiC heater element, a.k.a. “glo-
bar”) with a 5 mm diameter aperture. The point source will be 
attached to a XY-scanner stage and moved across the field-of-
view.  The  line  spread  function  will  then  obtained  by 
numerically differentiating the edge spread function.


F l=
d
dx


F e x  (2)
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Passive submillimetre-wave video imaging: implementation of a practical 
instrument 
 
Erik Heinz, Torsten May, Detlef Born, Gabriel Zieger, Solveig Anders, Vyatcheslav 
Zakosarenko, Marco Schubert, Torsten Krause, Andre Krueger, Hans-Georg Meyer 
 
 
Against a background of newly emerged security threats the well-established idea 
of utilizing submillimeter-wave radiation for personal security screening 
applications has recently evolved into a promising technology. Possible 
application scenarios demand sensitive, fast, flexible and high-quality imaging 
techniques. At present, best results are obtained by passive imaging using 
cryogenic microbolometers as radiation detectors. 
 
Building upon the concept of a passive submillimeter-wave stand-off video camera 
introduced previously, we present the evolution of this concept in a practical 
application-ready imaging device. This has been achieved using a variety of 
measures such as optimizing the detector parameters, improving the scanning 
mechanism, increasing the sampling speed, and enhancing the camera software. The 
image generation algorithm has been improved and an automatic sensor calibration 
technique has been implemented taking advantage of redundancy in the sensor data. 
 
The concept is based on a Cassegrain-type mirror optics, an opto-mechanical 
scanner providing spiraliform scanning traces, and an array of 20 superconducting 
transition-edge sensors (TES) operated at a temperature of 450 mK. The TES are 
cooled by a closed-cycle cooling system and read out by superconducting quantum 
interference devices (SQUIDs). The frequency band of operation centers around 350 
GHz. The camera can operate at an object distance of 7 to 10 m. At 8 m distance 
it covers a field of view of 110 cm diameter and achieves a spatial resolution of 
1.7 cm and a system NETD of 150 mK at 1 Hz frame rate. The maximum frame rate is 
10 frames per second 
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Abstract- This paper presents a pulsed, reflective THz imaging 


system operating at ~525 GHz center frequency with ~ 125 GHz 
of response normalized bandwidth and developed specifically for 
medical imaging applications.  System parameters are discussed 
and the choice of effective operational bandwidth is motivated by 
hydration sensitivity calculations.  Two promising medical 
applications of THz imaging are discussed: cornea and skin burns.  
For cornea, experimental data measuring the hydration of ex vivo 
porcine cornea under drying is presented along with intrinsic 
corneal hydration sensitivity calculations computed with 
spectroscopic measurements.  For burns, images of 2nd degree, 
partial thickness burns were obtained in rat models in vivo over 
an 8 hour period.  These images clearly show the formation and 
progression of edema in and around the burn wound area.  


I. INTRODUCTION 


Terahertz illumination includes the millimeter and 
submillimeter-wavelength (3 mm to 0.033 mm) bands of the 
electromagnetic spectrum with frequencies between 100 GHz 
and 10 THz.  The last decade has witnessed significant 
proliferation of THz devices and technologies with 
considerable attention devoted to medical imaging and 
diagnostics [1, 2].  THz medical imaging has been applied to 
the detection and spatial mapping of skin cancer [3], skin 
hydration [4], and breast cancer [5].  Recently THz imaging 
has been successfully applied to the imaging of burn wounds in 
ex vivio pig skin [6] and ex vivo corneal hydration [7].  These 
results detected local hydration changes due to burn 
temperatures and/or drying and have demonstrated possible 
clinical applications of THz imaging 


In this paper we present an overview of a pulsed THz 
imaging system operating at a center frequency of 525 GHz 
and designed specifically for reflective medical imaging 
applications.  A short discussion of system architecture is 
provided along with motivation on illumination frequency.  
These are followed experimental results and discussions of 
corneal and burn imaging; two very promising applications of 
THz medical imaging technology. 


II. THZ IMAGING SYSTEM 


A. Design 
A block diagram of the pulsed THz imaging system [4, 6-9] 


used to generate the images in this paper is shown in Figure 1.  
The THz source is a photoconductive switch [10, 11] pumped 
by a 780 nm femtosecond laser with a 230 fs pulse width, 20 
MHz repetition rate, and ~ 8 mW of average power.  At high 
bias fields (200 V/9 um gap ~ 222 kV/cm) the source produces 
an optical to quasioptical (THz) conversion efficiency of > 1% 


yielding average powers of up to 46 μW across 1 THz of 
bandwidth [11]. The switch is mounted on the backside of a 
high resistivity silicon hyperhemisphere and mounted ~ 60 mm 
away from a 76.2 mm effective focal length (EFL), 25.4 mm 
clear aperture OAP mirror thus matching photo conductive 
switch beam pattern and mirror numerical aperture (NA).  The 
collimated beam is directed towards a 2nd OAP (50.8 mm EFL) 
where it is focused onto the target at a 14o angle forming a ~ 1 
mm spot size.  The reflected beam is collimated by a third 
parabolic mirror and then focused using a 25.4 mm (EFL) OAP 
into the feed horn of a 0-bias Schottky diode [12] detector 
mounted in a WR1.5 waveguide. 


Fig 1: Block diagram of the THz imaging system.  OAP directs THz 
illumination at 14o off the z-axis in the -x,-z direction. 


Following the THz rectifier is a gated receiver consisting of 
a low-noise pulse amplifier, a double-balanced mixer, and a 
low pass filter (integrator).  The rectified THz pulse is 
amplified (G = + 38 dB, BW = 10 GHz) and then coupled to 
the RF port of a double-balanced mixer.  The gating is realized 
by driving the LO port of the mixer with a reference RF pulse 
generated from the mode-locked laser using a free space 99/1 
beam splitter, photodiode and broadband amplifier.  The 
reference pulse is passed through an RF delay line adjusted so 
that the pulse arrives at the mixer synchronous to the amplified 
THz pulse.  The DC voltage from the IF port of the mixer is 
passed through a low pass filter, amplified with an audio 
frequency instrumentation amplifier and sampled using a 14 bit 
DAQ with a 1 ms time constant producing ~ 50 dB SNR.  







Pixels are generated by raster scanning the target in the x and y 
directions, using stepper motors. 


B. Illumination Band 
The effective center frequency and bandwidth of the system 


are dictated by the pass band characteristics of the detector.  
An advantage of the waveguide mounting is that it provides 
well-defined pass bands with a sharp cut on frequency and a 
relatively sharp roll-off when the waveguide becomes over-
moded. 


Fig 2: THz imaging system spectra.  The dotted (black) line is the normalized 
photoconductive switch power spectral density.  The water line was left in to 
reflect actual operation (non-evacuated).  The solid line (red) is the Schottky 
diode normalized spectral responsivity.  The response peaks at ~ 400 GHz and 
the total width reflects the operational band of a WR1.5 waveguide. 


The normalized power spectral density of the 
photoconductive switch is displayed in Fig 2 superimposed on 
the normalized Schottky diode spectral responsivity.  The 
switch spectrum was acquired with a Fourier Transform 
Infrared (FTIR) spectrometer and He-cooled composite 
bolometer.  The detector spectral responsivity was measured 
with a THz photomixing setup [13]. 
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The center frequency and response normalized bandwidth of 
the system are calculated using equations (1) and (2) where 
Ըሺ݂ሻ is the detector spectral responsivity (red curve in Fig 2) 
and ܵሺ݂ሻ is the switch power spectral density (black curve in 
Fig 2).  These computations yield a center frequency of 525 
GHz with 125 GHz of 3 dB bandwidth.  This effective 
bandwidth in combination with 50.8 mm EFL mirrors provides 
diffraction limited spot size of ~ 1 mm and offers a sufficient 
tradeoff between hydration sensitivity and spatial resolution. 


III. HYDRATION SENSITIVITY 
For many THz medical imaging applications hydration is the 


dominant contrast mechanism and measurement sensitivity is 
determined by quantifying the expected change in THz tissue 
reflectivity for a given change in water volume fraction at a 
particular volume fraction.  For this analysis we model tissue 
as a homogenous mixture of water and biological background 
which is described by a lossless dielectric of 4 [14].  The 
reflection coefficient of a half space of this tissue mixture in air 
is: 
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where 1 and 2 are adjusted to reflect the polarization angle 
of incidence, ̂ߝ is defined in equation (4), ߝ௪ is defined by the 
double debye model [15], ߝ is the dielectric of the biological 
background, and the tissue half space is composed entirely of 
these two components  Equation (4) is known as the 
Bruggeman model and is written here for a binary mixture.  
This model has been used previously to model the THz 
properties of tissues [7, 16].  The intrinsic sensitivity of THz 
imaging to hydration changes as a function of frequency is 
simply the derivative of equation (3) with respect to hydration:  
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Further inspection of equations (3)-(5) reveals that at non-
normal incidence the transverse-electric (TE) polarization will 
produce higher intrinsic contrast than the transverse-magnetic 
(TM) polarization.  Thus equation (3) has been written for the 
TE case. 


Fig 3: Intrinsic hydration sensitivity as a function of water concentration and 
illumination frequency assuming the validity of the double debye  dielectric 
model and Bruggeman mixing theory. 


Equation (5) has been simulated for hydration 







concentrations of 100% (pure water), 75% (muscle tissue), and 
50% (adipose tissue) and the trends are displayed in Fig 3.  Not 
only does lower frequency illumination provide greater 
reflectivity, it also produces greater changes in reflectivity for a 
given change in water contrast with ~ 6 times more sensitivity 
at 100 GHz as compare to 1 THz.  An interesting consequence 
of equation (5) is the crossover in delta reflectivity at ~ 150 
GHz between pure water, and hydrated tissues.  The highest 
intrinsic contrast available for hydration contrast in the 
physiologically relevant range at 100 GHz exceeds that of pure 
water, and one can envision building point measurement 
systems at millimeter wave frequencies if high resolution 
imaging is not required. 


IV. CORNEAL IMAGING 


A. Corneal Imaging Motivation 
The normal water content of the cornea is closely related to 


its transparency and refractive capabilities, and many diseases 
of the eye may measurably perturb it.  Some, such as edema 
and corneal dystrophy, are diseases defined by the 
deterioration of the cornea’s water-regulating process [17, 18].    
The hydration of the cornea can also be perturbed by medical 
procedures such as LASIK or corneal graft surgery [19].  In 
LASIK, tissue ablation rates are strongly linked to corneal 
hydration and errors in the measurement of tissue hydration are 
often responsible for surgical overcorrection [20].  In corneal 
graft surgeries, immune rejection is preceded by the formation 
of edema and the reversibility of rejection events is inversely 
proportional to hydration [19]. 


Given the smooth surface of the cornea, its high water 
concentration by volume, and the near lossless properties of the 
collagen matrix, THz may be ideally suited to directly measure 
the hydration in vivo, thus providing a clinical tool capable of 
earlier detection and monitoring of corneal disease. 


B. Ex vivo Porcine Cornea 
Changes in hydration in ex vivo porcine corneas were 


visualized by monitoring ex vivo corneas undergoing drying.  
The loss of water from the stroma (interior bulk of the cornea) 
of these samples causes the cornea to deform significantly 
from its ideal spherical shape.  To remove geometry variations 
from the experiment, the cornea was mounted in a flat 
geometry by pressing it against a thin quartz window using a 
porous foam material thus permitting evaporation from the side 
opposing the quartz (in-depth details of the experiment can be 
found in [7]).  Images of a 2 cm x 3 cm area were acquired at 8 
minute intervals over the course of 5 hours.  The results from 
selected time instances corresponding to 87%, 84%, 79%, 
75%, 70%, and 66% average water concentration are shown in 
Fig 4 with ~ 10 minutes elapsing between each image. 


Each image is accompanied with its computed water 
concentration by volume calculated using sample mass 
measured between each image acquisition.  Clear preferential 
drying from the outer edges is seen in the images, as the border 
closes further in towards the center with each subsequent 
frame.  These edges suffer evaporative loss from the sides of 


the cornea in addition to losses from the epithelial (top) and 
endothelial (bottom) surfaces. The progression of drying from 
the outside-inward is the expected result due to the faster 
diffusion in the lateral directions relative to the thickness 
direction [21, 22]. This is also in agreement with observations 
from a previous preliminary study in which a single cornea was 
imaged at a one point in time without constraint to its geometry 
[23]. 


Fig 4: Time lapse imaging of drying cornea with hydration by volume 
percentages denoted in the bottom left corner of each image.  Reprinted from 
[7] 


C. Corneal Spectroscopy and Hydration Sensitivity 
Following the corneal imaging experiments, spectroscopic 


measurements on ex vivo corneas were performed to confirm 
the role of hydration and illumination frequency in contrast 
generation.  Nine corneas were soaked in a 0%, 3%, 5%, and 
7% polyethylene glycol (PEG) solutions containing 0.15M 
NaCl for 3 days. The concentrations of these solutions produce 
different equilibrium water concentrations in the corneas that 
varied between 79.1% and 91.5%. The corneas were abutted to 
a 12.7 um thick Mylar film thus forcing it into a flat, 
orthogonal geometry with respect to the THz aperture. The 
incidence angle of the source was limited to 30 degrees by the 
optics of the Teraview time-domain system.  Further details of 
this experiment can be found here [7]. 


The relationship between water concentration and THz 
reflectivity for 5 representative illumination frequencies is 
displayed in the inset at the top right corner of Figure 5.  The 
trends from top to bottom are 0.25 THz (blue), 0.45 THz (red), 
0.65 THz (cyan), 0.85 THz (magenta), and 1.05 THz (green) 
respectively.  The x-axis is constrained to the physiologically 
relevant range of corneal hydration.  These points were 
calculated using reflective spectra across 1 THz of bandwidth 
and display an approximate linear relationship between 
hydration and THz reflectivity.  Superimposed on the data sets 
are least-squares fit lines.  These fits display a decreasing slope 
as the frequency increases.  The slope of each line is in units 







of % reflectivity/% hydration and describes the intrinsic 
sensitivity of THz imaging to corneal hydration. 


Fig 5: Time lapse imaging of drying cornea with hydration by volume 
percentages denoted in the bottom left corner of each image.  The data trace 
was reprinted from [7]. 


The % reflectivity/% hydration slope at each frequency point 
computed with the spectra of all 9 cornea is displayed in Figure 
5 and confirms a monotonically decreasing intrinsic hydration 
sensitivity as a function of increasing illumination frequency.  
Equation (3) was simulated for p = 0.8 and i = 30o and the 
computation (read dotted line) is superimposed on the data in 
Figure 5.  The fit between simulation and data is quite good at 
the upper frequencies and degrades a bit at the lower 
frequencies which we attribute to alignment problems in the 
spectrometer during the experiment.  


These results in addition to recently published data [7] 
suggest that reflective THz imaging can be successfully 
applied to cornea using water as the dominant contrast 
mechanism and may provide hydration sensitivity superior to 
other ophthalmologic diagnostic systems.  They also confirm 
that Debye and Bruggeman theory accurate model THz/corneal 
tissue interactions. 


V. BURN IMAGING 


A. Burn Imaging Motivation 
Approximately 500,000 patients are treated for burns in the 


United States annually and of these, ~50,000 require 
hospitalization, and 400 die each year, making mortality from 
burns the fifth leading cause of injury-related death in the 
United States [24].  In addition to their high mortality, large 
burns are also very morbid, requiring extensive treatment and 
rehabilitation regimens.  It has been estimated that costs related 
to treatment of burn injuries account for 13% of all medical 
claims despite their relatively low incidence [25]. 


The crux of burn wound assessment is distinguishing 
between superficial and deep partial thickness burns. This is 
because deep partial thickness burns and full thickness burns 
require skin grafting, whereas more superficial burns can be 
managed conservatively [26].  Currently, the most commonly 


used methods for estimating burn depth are visual and tactile 
assessment. These methods are highly inaccurate, however, 
because there is a lag time of 3-5 days before a burn’s gross 
appearance reflects the true extent of injury [27].  Additionally, 
this method lacks standardization because it relies entirely on 
the experience of the surgeon. 


The physiological response of tissue to a burn injury is the 
formation and maintenance of edema.  THz imaging is very 
sensitive to these fluid shifts and spatial and temporal 
characterization of edematous tissue may improve the accuracy 
of burn depth estimation. 


B. In vivo Burn Imaging results 
Initial in vivo burn images were acquired with rats as they 


are the most practical animals on which to perform feasibility 
studies (in-depth details of the experiment can be found in 
[28]). The study was approved by the UCLA Institutional 
Review Board (#2009-094-02). Two male Sprague Dawley rats 
weighing 200-300g were anesthetized with isofluorane (an 
analgesic) prior to burn.  The combination of substances and 
their delivery technique was chosen to minimize any 
physiological activity that would affect the immune response to 
the applied burn.  A flat 4 cm x 4 cm area on the both 
abdomens was shaved with electric clippers to minimize 
irritation and then cleaned with antiseptics to reduce the chance 
of infection.  The rats were then placed beneath the imaging 
system and the shaved area of the abdomen flattened with a 
12.7 um thick circular mylar window positioned against the 
skin with light pressure. 


  
Fig 6: THz in vivo wounds.  (Left) Rat abdomen burn of experiment 1.  
(Right) Rat abdomen burn of experiment 2. Left image reprinted from [29] 


A ‘+’ shaped burn was inflicted using a brass brand within 
the control scan area.  The ‘+’ profile brand measured 15 mm x 
15 mm with 3 mm thick arms.  The brand was heated to ~ 220o 
C using a hot plate and pressed against the skin with contact 
pressure for ~ 10 seconds.  Following application of the burn 
the Mylar window was placed back over the burned region and 
the injury was re-imaged.  THz burn images were acquired 
every 15-30 min for the next 8 hr with the Mylar window 
removed between each image acquisition to allow the 
responses to progress naturally.  Images of the burn wounds 
immediately following branding for both rats are displayed in 
Figure 6; the image on the left corresponds to experiment 1 and 
the image on the right corresponds to experiment 2 







A THz image of a 35 mm diameter area of unburned skin 
beneath the Mylar window for experiment 1 is displayed in the 
top left of Fig 7.  The Mylar window flattens the imaging field 
but is extremely thin so the varying surface profile of the rat 
belly is still visible.  The Mylar window frame is made of steel 
and reflects a larger portion of THz illumination than the skin 
thus the circular field of view is bounded by a white (highly 
reflecting area). 


   


  
Fig 7: THz in vivo burn images.  (Top Left) Rat abdomen prior to application 
of heated brand.  (Top Right) rat abdomen 10 min post burn.  (Bottom Left) 
>1 hour post burn, (Bottom Left) burn injury after > 7 hours.  (Bottom Right) 
Cuts through the image. (color online) 


The immune response of skin tissue immediately following a 
burn is characterized by a rush fluid to the sight of injury 
resulting in both the burn and surrounding area to becoming 
edematous.  The image at the top right of Fig 7 shows an acute 
influx of H2O throughout the region with non-burned areas 
reflecting as much incident THz radiation as burned areas.  
After 7, hours the edema has localized completely to the brand 
contact area and the surrounding skin has returned to normal, 
non-burned reflectivity.  Additionally a dark, low reflectivity 
ring of tissue is seen along the periphery of the hyperhydrated 
brand contact area.  A trace of pixel amplitudes across thee of 
the arms on the ‘+’ shaped burn is plotted in the bottom right 
of Fig 7 where each color corresponds to cut trajectory in the 
image of the bottom right of Fig 7.  Each trace has been given 
a different offset for clarity.  All three cuts display a dip in 
reflectivity on either side of the peak. 


Burn wound pathophysiology is divided into three 
concentric regions: the zones of coagulation, stasis, and 
hyperemia [30].  The zone of coagulation (hyperperfused) is at 
the center of the burn and contains irreversibly damaged cells, 
denatured protein, and edema. The zone of stasis surrounds the 
zone of coagulation and contains hypoperfused tissue. The 
zone of hyperemia forms the outer ring and is characterized by 
edematous, hyperperfused tissues.  Ancillary with the 


appearance of these three zones are large fluid shifts both 
locally and systemically. Investigations into these fluid shifts 
have concluded that local water concentration can increase by 
as much as 80% within 10 minutes of injury, and that this 
response is proportional to the depth of injury [31, 32]. 


   


  
Fig 8: THz in vivo burn images.  (Top Left) Rat abdomen prior to application 
of heated brand.  (Top Right) rat abdomen 10 min post burn.  (Bottom Left) 
>1 hour post burn, (Bottom Left) burn injury after > 7 hours.  (Bottom Right) 
Cuts through the image. (color online) 


The poorly reflecting boundary around the burn injury is 
hypoperfused skin its estimated extent is highlighted with light 
red regions in the plot on the bottom left of Fig 7.  Given the 
location of these dips they are believed to be the zone of stasis.  
To our knowledge, this represents the first time that the zone of 
stasis has been imaged with any imaging modality. 


The results of experiment 2 are displayed in Fig 8 using the 
exact same drug and burn protocol as experiment 1.  The 
unburned image bears significant resemblance to experiment 1 
with slightly higher peak reflectivity but nearly identical 
average reflectivity.  The THz image immediately following 
the burn (top right of Fig 8) however displays a marked 
difference in hydration/reflectivity profile.  There are areas of 
slightly increased profusion but the dominant factor is the low 
reflecting (hypoperfused) tissue in the brand contact area.  This 
is the opposite effect observed in experiment 1 but similar to ex 
vivo results reported in the literature [6].  At 7 hours, 3 of the 
'+' brand arms have returned to normal reflectivity suggesting 
the lack of a coagulation zone.  However, there are deep, thick 
hypoperfused rings around each burn suggesting a very 
pronounced zone of stasis. 


Cuts through three of the '+' burn arms are displayed in the 
bottom right of Fig 8 and confirm the lack of response from the 
zone of coagulation as well as the large dips in THz reflectivity 
corresponding to the zone of stasis.  Although the burn 
protocol was exactly the same between the rats and the visible 
image of the burns was similar, the THz reflectivity of the 







zones of coagulation and zone of stasis from these 2 
experiments was markedly different.  A histology protocol is 
currently underway to explore the possible influence of 
physiological variation and other factors to the THz image. 


CONCLUSIONS 


A reflective THz medical imaging system operating at 525 
GHz with 125 GHz of 3 dB bandwidth was presented.  The 
system uses a radar inspired receiver architecture to generate 
reflectivity maps of physiological tissue based on gradients in 
water concentration.  The center frequency of 525 GHz has 
been determined theoretically and experimentally to be a 
sufficient tradeoff between spatial resolution and intrinsic 
hydration sensitivity. 


Two promising medical imaging applications of THz were 
presented: corneal hydration sensing, and burn wound imaging.  
An image set of an ex vivo porcine cornea under drying was 
presented suggests that water is the dominant contrast 
mechanism in THz corneal imaging.  Additionally, the intrinsic 
hydration sensitivity of THz imaging to cornea was computed 
using spectroscopic measurements and fit to a model 
employing double debye theory and Bruggeman mixing theory 
thus confirming water as the dominant contrast mechanism. 


Imagery of in vivo burns obtained on rat models were 
presented for 2 specimens.  The first experiment displayed 
significant edema in zone of coagulation while second 
experiment showed almost a complete lack of edema.  clear 
zones of stasis were observed in both experiments however the 
zones were much more pronounced in experiment 2. 
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Abstract-This paper presents the development of a 
demonstrator for the Geostationary Atmospheric Sounder (GAS) 
instrument and test results. GAS utilizes synthetic aperture 
radiometry to obtain desired spatial (30 km) and temporal 
(nowcasting) resolution for measurement of atmospheric 
temperature and humidity profiles under all weather conditions. 
These parameters are decisively important to meteorological and 
climate models at all time scales.  


I. INTRODUCTION 


The instrument development project includes on-ground 
demonstration of both the imaging performance and the 
mechanical concept. This activity was concluded in October 
2010 with a final presentation at ESTEC and all test results 
agreed with predictions and verified that such an instrument 
could be developed and meet the end user requirements. The 
design and implementation of the demonstrator will be 
presented with some system level test results.  


Ruag Space AB has been the prime for the demonstration 
phase and responsible for the post processing, analyses and 
demonstrator system level tests.  


Omnisys has been responsible for the electronics, i.e. front-
ends, cross correlator back-end, LO system etc. 


The plan for the next phase is still uncertain on the European 
side, but there is an ongoing development at JPL for a similar 
instrument, GEOSTAR. Omnisys are now working together 
with this team and are concentrating on the cross correlator 
part. A full custom ASIC in 65 nm CMOS has been developed 
and is currently being tested. The first test results are very 
encouraging with clock speeds (> 2.5 GHz) and power 
consumption (< 0.13 mW/ch/GHz) as expected. Full 
performance predictions will be disclosed at the conference. 
Full custom samplers are also being developed with a planned 
tape-out in mid 2011. Expected performance of these devices 
will be presented together with a preliminary design of a full 
cross correlate system. 


II. BACKGROUND 


The current generation of millimetre wave sounders are 
embarked on-board Low Earth Orbit (LEO) satellites and 
provide meteorological data for numerical weather forecasting 
on a regular operational basis. Across-track scanning of the 
antenna beam is used to achieve a wide measurement swath 
leading to degraded resolution towards the swath edges. Global 
coverage is obtained after about twelve hours using the 
combination of a polar orbit and the Earth rotation. Examples 


of operational sounders in LEO are AMSU-A, which uses the 
oxygen absorption spectrum between 50-56 GHz for 
temperature profiling, and AMSU-B which operates around the 
water vapour absorption line at 183 GHz for humidity profiling. 


 
 


Figure 1. Synthesized picture of earth at different frequency bands. 
 


Geostationary Earth Orbit (GEO) observations at these 
frequency bands have the key potential advantage of providing 
continuous coverage of the same region, which is essential for 
now-casting and short-range forecasting. The basic 
requirements for atmospheric sounding are: 


 vertical resolution (relating to frequency resolution) 
 horizontal resolution (relating to aperture size) 
 measurement accuracy  
 all weather capability (choice of frequency bands) 
 
The main technical challenge for a GEO based sounder is the 


large antenna aperture needed to achieve the required spatial 
resolution, which corresponds to a 40 fold increase in the 
distance to Earth as compared to LEO. A classical reflector-
based instrument solution is ruled out since an 8 meter dish 
will not fit into existing launchers and will further be 
mechanically difficult to scan with the desired accuracy on a 
spaceborne platform. Instead, in the preceding Phase 1, an 
interferometric solution with a Y-shaped rotating sparse 
antenna array configuration was defined. The instrument 
design has been further analysed in the present study as 
described in the following subsections. 


 







The instrument requirements have been defined based on 
user needs for nowcasting and very short range forecasting. 
The highest priority has been to meet a requirement of 30 km 
horizontal resolution at the nadir point. The priority and 
justification for each of the frequency bands is summarized in 
the table below. 


A summary of sub-bands allocated based on analysis of 
observation requirements as well as external restrictions is 
shown in Table 2 together with the sensitivity (Noise 
Equivalent Delta Temperature, Ne T) requirements. 
According to meteorology users, the requirement on horizontal 
resolution (30 km) should have higher priority than the Ne T 
requirement. In the 53 GHz band, some channels have 
increased bandwidth relative to AMSU-A. The bandwidth of 
the 50.3 GHz channel is partly outside the protected band. 


 


 
Requirements driving the instrument design are: 
• The horizontal resolution requirement of 30 km, 


which drives the antenna apertures at the different frequency 
bands. 


• Measurement bandwidth which require an overall 
frequency plan with five to ten front end channels with several 
GHz bandwidth followed by multiple frequency selective sub-
channels with bandwidths down towards 100 MHz. 


• The image repeat cycle limits the available integration 
time, which together with Ne T requirements drives the 
number of parallel measurements that are needed. 


 


III. 2.3  INTERFEROMETRY CONCEPT  


The interferometric imaging technique is well established 
within radio astronomy since the 1970's. During the last decade, 
the technique has become increasingly used also for remote 
sensing applications. With this technique, signals from an array 
of receiver elements, distributed sparsely over a large aperture, 
are pair wise cross correlated to sample the complex-valued 
visibility function, i.e. the spatial Fourier transform of the real-
valued intensity image of the scene. It  is critical that the cross 
correlation is performed such that the relative phase between 
the two signals received by each baseline is accurately 


measured, since this phase difference carries information on 
the direction of arrival of the radiation. The intensity image is 
then obtained through post-processing of the sampled visibility 
function data. There is a large freedom of selecting the 
distribution of the receiver elements and a concept can be 
found that provides large accommodation advantages relative a 
reflector based design. 


The large aperture needed for 30 km resolution at 53 GHz is 
realized by a rotating Y-shaped array mounted on deployable 
booms. The full earth disc is scanned with 1-10 minute 
intervals and the desired image formation cycle can be selected 
during post processing. The deployable boom interferometer 
provides huge accommodation advantages relative a 
conventional reflector antenna of corresponding size. The 
instrument design is also scaleable and modular. The basic 
system covers the two AMSU bands (53/183 GHz) for 
temperature and water vapour sounding. The functionality can 
be extended to incorporate cloud and precipitation variables by 
including additional frequency bands around 118 GHz (oxygen 
absorption line) and 380 GHz (water vapour absorption line). 


The instrument uses a large number of interferometer pairs, 
which measure the correlation between the received radiation 
at different baseline length and orientation. The number of 
different measurements obtained with each receiver pair is 
increased by rotating the Y-shaped mechanical structure, on 
which the receive antennas are mounted, around an earth 
pointing axis, see figure below.. 


 
Figure 2. The Geostationary Atmospheric Sounder in stowed and deployed 


configuration. 
 
The GAS instrument consists of the following subsystems: 
• 53   GHz interferometer Subsystem 
• 118 GHz interferometer Subsystem (option)  
• 183 GHz interferometer Subsystem 
• 380 GHz interferometer Subsystem (option) 
• Calibration Subsystem 
• Instrument Management Subsystem 
• Thermo-Mechanical Subsystem 
A block diagram of the instrument is shown in Figure 6. The 


instrument comprises a large number of dual polarized front-
end modules where the antenna element is tightly integrated 
with the front end electronics. The modules comply with the 
close stacking requirements of the elements and are optimized 


Prio 
Frequency 


bands 
 [GHz] 


Justification 


1 53 & 183 
Needed for basic measurements of 
temperature (T) and water vapour (WV). 
This is a minimum system configuration  


1b 166 


Window channel for surface correction and 
extend altitude coverage of WV 
measurements downward relative 183 GHz 
only. Low additional cost assumed. 


2 118  


Precipitation channel used for profiling. 
Provides dual frequency observation for 
temperature and adds capabilities to 
discriminate clouds and precipitation.. 


3 380  


Better WV coverage at high altitude due to 
stronger line. Good for climatology and 
discrimination between precipitation and 
cirrus clouds. 


3b 346  


Window channel for surface correction and 
extend altitude coverage of WV 
measurements downward relative 380 GHz 
only. Low additional cost assumed. 


 







for minimum mass and size of a complete front-end element. 
Low noise amplification of the signal, harmonic LO generation, 
down conversion and IF amplification are implemented in one 
MMIC per polarization. An IF system is used to transport the 
signals from the front-end receivers to a central cross correlator, 
where the analogue signals are converted to three digital levels 
before being cross correlated with each other. The 45 nm 
CMOS technology provides the density needed to comfortably 
accommodate a complete cross correlator for up to 20 000 
cross correlations on a single chip. 
 


53 GHz Interferometer S /S
118 GHz Interferometer S /S


183 GHz Interferometer S /S
380 GHz Interferometer S /S


Boom structure


Thermal HW


Mounting supports


HRMs


GAS Instrument


Boom Harness


I/O & 
Mode 


Control   


Cross-
Correlation 
Processor


LO


PWR


Front End Units


Boom Harness


I/O & Mode 
Control   


Cross-
Correlation 
Processor


LO


PWR


Front End Units


Boom Harness


I/O & 
Mode 


Control   


Cross-
Correlation 
Processor


LO


PWR


Front End Units


Central Electronics Unit


Rotating
Control


Unit


Stationary
Sensors


Rotating
Sensors


Instrument Management S /S


Calibration S/S


Attachment 
Structure


Thermo-Mechanical S/S  


 380 GHz Interferometer S /S 
 183 GHz Interferometer S /S 


 118 GHz Interferometer S /S 


Ground 
Segment


Ground processing


Ground control


Spacecraft


Counter
Reaction


Wheel


Boom Harness


I/O & 
Mode 


Control   


Cross-
Correlation 
Processor


LO


Power Distribution


Front End Units


Central Electronics Unit


IF


 53 GHz Interferometer S /S 


Instr.
Contr.
Unit


Rotational 
Drive


TM/TC
PWR


Data Link Unit


 
 
Figure 3. Instrument block diagram showing the different subsystems and units. 


 
The analysis of the implementation of the instrument 


resulted in the following accommodation parameters: 
• Power consumption: 406 W 
• Mass: 375 kg 


IV. DEMONSTRATOR 


The main purpose of the demonstrator is to verify the end-to-
end performance of the instrument concept, i.e. the 
performance models of the concept. Important features of the 
concept include the rotation of the antenna configuration and 
its polarisation discrimination capability. The demonstrator 
should therefore be representative with respect to these features. 


 
The demonstrator is developed with the following objectives: 
 
• Frequency band: in the 49-53 GHz range 
• Number of elements: at least 19 
• Image resolution: <10 mrad 
• Image beam efficiency: >95% 
• Relative accuracy of brightness temperature: <2K 
• Image polarisation isolation: >10 dB (goal: 20 dB) 
 
Many tests were performed in respect to basic parameters 


such as sensitivity, accuracy, linearity and polarization. In 
addition, imaging tests were performed with more complex 
sources, such as a moving sun and a house. 
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 Figure 4. Demonstrator block diagram. 
 


 
Figure 5. Demonstrator physical view. 


 


V. DEMONSTRATOR TEST RESULTS 


Test  results  showing the  sun  tracked over  two hours  can  be  
seen below. 


 


 
Figure 6. Demonstrator physical view. 







 
The result is excellent. There are no ambiguities or 


distortions and the size and temperature of the sun is correct. 
Test results from a more complex image is shown below. 


 


 


 
 


Figure 7. Synthesized picture at 51 GHz and optical photo. 
 
Here we can also see that there are aliasing phenomena or 


ambiguities, even though we do not know the exact surface 
temperature of the building at 51 GHz. 


A summary of the test result is shown in the table below. 
 


 
 
As can be seen, all objectives have been meet with full 
compliance. 
 


VI. SUPPORTING ACTIVITIES 


There has been and are on-going supporting activities for the 
geosounder project. Examples are boom and deployment 
mechanism breadboarding, front-end MMIC development and 
and cross correlator prototyping. 


 


 
Figure 8. Boom and hinge testing. 


The boom and mechanism test results have been very 
promising. 


 


 
Figure 9. Front-end MMIC at 118 and 183 GHz. 


 
The MMIC development has been successful and packing 


efforts are now pursued. 
 


    


 
Figure 10. Cross correlator 65 nm ASIC and test set-up. 







 
The cross correlator prototype has shown excellent test results 
with a power consumption that is 20-30 times lower than 
shown by other groups. 
 


VII. CONCLUSION 


Despite the difficult challenges encountered during this 
project - encompassing everything from highly integrated 
millimetre wave circuits, through high speed digital processing 
at the limit of todays technology capacity, to elaborate image 
reconstruction mathematics – the outcome is very successful 
and provides spectacular results for the meteorological user 
community to access. 


We conclude that the objectives of the study have indeed 
been successfully accomplished:  
 We have developed a demonstrator for a millimetre 


wave imaging sounder consisting of 20 dual-polarised 
receivers in a rotating sparse antenna array 
configuration using interferometric processing. 


 We have demonstrated the imaging capability of such 
an instrument. 


 We have achieved – with margin – the performance 
success criteria defined at the start of the activity: 


 The obtained performance parameters agree very well 
with model predictions. 


 The breadboarding and demonstration activities have 
increased the know-how on all levels: from components 
to systems. 
 


The proposed interferometer concept for geosynchronous 
Earth  orbit  deployment,  by  Omnisys  and  Ruag  Space,  is  
therefore considered fully demonstrated. 
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Abstract-Omnisys is responsible for the design and 
demonstration of the STEAMR instrument hardware. The 
breadboard phase was concluded in December 2010 and the 
Demonstration / Engineering Model phase has started in January 
2011. The presentation will be on system implementation, test 
results and expected performance for Flight. 


I. INTRODUCTION 


STEAMR is a limb sounding instrument and an array of 
receivers cover different altitudes without scanning, thus 
providing an order of magnitude performance improvement 
compared to a scanned single receiver implementation. 
STEAMR consist of 14 receivers covering 320-360 GHz with 
12 GHz spectrometer bandwidth each. 


The upper receiver channels will be based on the DSB 
principle while Sideband Separation has been considered for 
the lower altitudes. The pros and cons of using SSB versus 
DSB are considered from scientific view, based on 
demonstrated and estimated performance of different SSB 
implementations. To first order, the SSB implementation 
implies twice the complexity and power consumption 
compared to DSB and promise less confusion in the separation 
of line responses in the two sidebands, while the sensitivity 
impact is not clear today. Test results used as an input for 
estimation of scientific impact on different topologies will be 
presented. 


Different subsystems have been extensively tested as well as 
a complete instrument. 


The front-end’s and back-end’s have been tested in linearity, 
stability as well as sensitivity. For the sensitivity, both the Y-
method has been used to determine Trec, complemented with 
noise estimation in the computed spectra, enabling a 
determination of impact on sensitivity as a function of 
autocorrelation efficiency, system stability and other effects on 
the complete instrument. These effects increase the noise with 
a factor between 1.08-1.14, i.e. the effective Trec would rather 
be about 1540 K with a Trec determined by the Y-method to 
1400 K. 


II. DESIGN DETAILS 


The Front-End package consisting of 7-8 receivers (TBD) is 
under development. The optics of the instrument is the 
responsibility of the Prime contractor SSC, the group at the 
Institute of Applied Physics at the University of Bern with the 
assistance from Omnisys. 


 
Figure 2. Front-end with 7 receivers heterodyne channels at 340 GHz. 


 
The front-end receivers consist of one mixer with an 


embedded LNA, a LO schottky multiplier in combination with 
an x6  active multiplier, as shown below. 


 
 
Figure 3. One receiver channel with, from the left, subharmonic schottky mixer 


with embedded LNA, schottky doubler and active 15 to 85 GHz multiplier. 
 


For front-ends, this include planar diode based DSB and IQ 
mixers (used for SSB) with embedded custom LNA’s and 
different types of LO generation chains. Excellent results have 
been achieved with both Chalmers/MC2 produced diodes as 
well as with VDI supplied diodes. These will be presented both 
for DSB as well as IQ mixer implementations. 


 
Several versions of the DSB mixer with an embedded LNA 


have been tested with different schottky diodes and LNA’s. 
Examples are shown below. 


 







 
Figure 4. Two 320-360 GHz DSB mixers with embedded LNA’s. 


 
The mixers show excellent performance over the wide 


bandwidth that is required for the instrument, as shown below. 
 


 
Figure 5. Two 320-360 GHz DSB mixer test results. Note that this is receiver 


temperature, not mixer temperature. 
 


For back-ends, this will include the first presentation of a 
spectrometer covering 6 GHz bandwidth based on a single chip 
autocorrelator with integrated ADC’s. Two has been operated 
in parallel to meet the 12 GHz specified STEAMR bandwidth. 
With 14 receivers operating in the array, 168 GHz 
spectrometer bandwidth will be covered and we are now 
entering into the THz domain in bandwidth, not only operating 
frequency. Omnisys has currently >200 ASIC’s in storage and 
about 40-50 is needed for the complete project, including 
spares. 
 


 
 


Figure 6. Spectrometer breadboard top and bottom. 
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Figure 7. Back-end linarity. 
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Figure 7. Back-end frequency response. 


 
The front-end’s and back-end’s have been tested in linearity, 


stability as well as sensitivity.  
For the sensitivity, both the Y-method has been used to 


determine Trec, complemented with noise estimation in the 
computed spectra, enabling a determination of impact on 
sensitivity as a function of autocorrelation efficiency, system 
stability and other effects on the complete instrument. These 
effects increase the noise with a factor between 1.08-1.14, i.e. 
the effective Trec would rather be about 1140 K with a Trec 
determined by the Y-method to 1000 K. 


The spectrometer show excellent results in terms of linearity 
as well as in frequency response, as can be seen above. 


Tests in terms of stability has been performed bot in stable 
operation of the instrument and with applied temperature 
gradients on the front-end and/or the back-end. The results 
show compliance to the preliminary instrument requirements. 
 


 
Figure 6. Radiometer stability at 340 GHz. 
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III. POWER BUDGET 


For the complete STEAMR system, we have four Front-End 
Quad’s, four Back-End Quad’s, four power subsystems and a 
common redundant controller. 


 
Radiometer Per unit #Units Sum Cont.(20%) Total (mW)
FE quad 12137.5 4 48550 9710 58260
BE quad 28380 4 113520 22704 136224
CNT 4000 1 4000 800 4800
PWR (90%) 6451.75 4 25807 5161.4 30968.4
SUM 166070 199284
 


Translated into standard radiometer terms, we have 14 
complete front-ends and 14 extremely broad back-end 
spectrometers with 168 GHz analyzed bandwidth. 


The complete radiometer power consumption is estimated to 
be 199.3 W, including 20% contingency. 


As a comparison, the autocorrelation spectrometers used in 
the HIFI instrument on Herschel process 4 GHz of bandwidth 
with over 250 W power consumption by themselves. 


IV. CONCLUSION 


The STEAMR development is on-going and show very 
promising results on breadboard and prototype level in 
compliance to the preliminary instrument specifications. 


The results define a new level of state of the art in terms of 
schottky front-end performance of Trec <  1000 K at  340 GHz,  
spectrometers bandwidth as well as system design and 
integration level. The power consumption per complete 
receiver  is  about  14  W,  including  LO  system,  a  12  GHz  and  
512 channels spectrometer back-end and power and control 
functions. 
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Abstract- The potential and success of remote sensing heavily 


depends on the existence of complete understanding of the 
processes under investigation. This requires advancing the 
existing models that describe the observed phenomena, improving 
the accuracy of calibration techniques and investigating and 
testing new applications for remote sensing. In this paper we 
present the recent improvements achieved in modeling, 
calibration techniques and active imaging at 91 GHz with 
polarimetric imaging radiometer. 


  


I. SPIRA RADIOMETER 


The Scanning Polarimetric Imaging Radiometer (SPIRA) is 
a fully polarimetric imager in the 90-92 GHz [1]. The 
instrument can measure simultaneously the 4 Stokes 
parameters for an observed scene using two orthogonally 
polarized receiver channels and an analog adding correlation 
network with 2 GHz of bandwidth. The integration time/pixel 
is 18 ms while average acquisition time/image and receiver 
noise temperature are respectively 5 min and 600K. 


The antenna consists of a dual polarized corrugated feed 
horn and a 90°-axis parabolic reflector with an effective focal 
length of 70cm and a projected aperture of 45cm. The co and 
cross-polar antenna pattern of the instrument has been 
simulated using software package GRASP. The simulations 
result in a full-with-half-maximum beam width of about 0.5, 
which has been confirmed by far-field antenna measurements 
with a 91 GHz transmitter.  


The scene is scanned in two dimensions: the off-set 
parabolic reflector is rotated around the horizontal bore-sight 
axis of the feed horn (elevation), whereas the antenna and the 
polarimeter support are rotated around the vertical axis 
(azimuth). In both axes stepping motors, with a gear 
mechanism and optical encoder for the absolute referencing, 
are used. Figure 1 gives a schematic overview of the SPIRA 
polarimeter. It consists of two heterodyne receiver chains, 
which are both connected to the feed horn through an 
orthomode transducer (OMT). The OMT has a polarization 
isolation of more than 30 dB, which corresponds to 3.2% 
mixing of the co- and the cross-polar signal in the correlator. 
This effect has to be corrected by the polarimetric calibration 
of the instrument. In each channel an additional noise signal 
from a switchable noise diode can be injected through a 
directional coupler, which is used together with an ambient  


 
temperature blackbody calibration target to calibrate the gain 
and system temperature of the receiver at the end of each 
antenna scan.  


A high pass filter follows the coupler, selecting the upper 
sideband of the subharmonic Schottky mixers. They are fed by 
a common local oscillator (44 GHz) to ensure the phase 
coherence between the two receiver channels. Optimum 
pumping of the mixers and fine adjustment of the phase shift 
between the channels are achieved by variable attenuators and 
a phase shifter in the local oscillator path. The down-converted 
signals are amplified by low-noise IF amplifiers and band 
limited to frequencies between 2 and 4 GHz.  


For polarimetric observations it is necessary to determine the 
complex cross-correlation between the two IF signals. For that 
reason an analog adding correlator is used, which consists of a 
network of 90° and 180° hybrid couplers followed by six 
square law detectors and video amplifiers. From the 6 output 
voltages the four Stokes are reconstructed in the following 
way: 
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Where M represents the identity matrix in an ideal polarimeter. 
In practice however, all couplers have a certain amount of 
amplitude and phase imbalance. This leads to mixing terms of 
the different output voltages, which is corrected together with 
the crosstalk of the OMT by a polarimetric calibration process, 
represented by the Müller matrix M. 


Figure 1: Schematic overview of SPIRA receiver 







 
II. RADIOMETRIC MODELING 


In our research we are interested in developing models 
which will predict the Stokes parameters of a given 
observation. Our models, based on Fresnel equations and Snell 
law of refraction for layered media, are adapted to a 2-channel 
receiver capable to determining horizontal and vertical 
brightness temperature of the scene. First we consider the 
classical situation for the Fresnel formulas, two half spaces 
separated by an infinite plane or medium boundary and an 
incident light ray that strikes at axis origin the interface 
between the two media of refractive indexes n1 and n2., as 
shown in Figure 2. The angles between the incident, reflected 
and refracted rays and the normal of the interface are given as 
θi, θr and θt, respectively. The relationship between these 
angles is given by the law of reflection:  
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And Snell's law:  
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In remote sensing applications medium 1 is usually the 


atmosphere (n1~1) and n2 is the refractive index of the surface 
material. Moreover the values of brightness temperature of a 
scene are strictly dependent on the reflectivity of each element 
for vertical and horizontal polarizations.   


These considerations lead us to the Fresnel Equation for 
horizontal (or TM) and vertical (or TE) polarizations, in a not-
magnetic media (n ≈ εr): 
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Then reflectivity r and transmittivity t for both polarizations 
are: 
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As mentioned before they are dependent on permittivity of 
materials. We developed models for different surfaces in order 
to calculate their permittivity at frequencies of interest. 


Once we calculate with our models reflectivity and 
transmittivity of the selected surface for both polarizations, the 
relative brightness temperature is the sum of the radiation 
emitted and the fraction of sky radiation reflected by the 
surface: 
 
 (1 )pb p amb p skyT r T r T    (7) 
 


Where rp refers to the horizontal or vertical reflectivity, Tamb 
is the ambient (or object) temperature and Tsky is the sky 
temperature. For a plane-parallel atmosphere and under the 
assumption that the atmosphere is isothermal, Tsky depends by 
the angle of the incoming wave (or zenith angle) and the zenith 
opacity τ0 and is calculated in our model as: 
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Zenith opacity τ0 can be obtain on-field by SPIRA 


performing a tipping curve measurement and depends on 
atmospheric conditions (e.g. clouds, humidity). 


From brightness temperature we can finally derive the I and 
Q Stokes parameter, which can be compared with SPIRA 
results, as: 
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Some media, like snow, are strongly layered. Then several 
reflections from different layer interfaces will play a role. A 
similar problem occurs if the transition between the upper and 
lower medium is not an abrupt one, but extend over certain 
distance. Both cases can be handled by general formulas for 
layered media. The superposition of Fresnel reflection and 
transmission equations with proper adjustments, in fact, can 
provide a solution suitable for numerical computation. The 
reflection and transmission coefficients (R and T) and the 
derived reflectivity and transmissivity of a multilayer sandwich 
can be computed by a recursive formula called invariant Figure 2: Geometry of horizontal polarized incident, reflected and 


transmitted waves 







embedding [2]. Considering an M-layered medium structured 
as the following figure: 


 
In which every m-layer has a complex refractive index 


nm=nm'+inm'' and a thickness d(m), the bottom medium has 
number 1 with propagation angle θ1 to the z-axis, relative 
permittivity ε1 and relative permeability µ1. We call F1 its 
Fresnel reflection coefficient and G1 the transmission 
coefficient at the boundary from medium 2 (which is the layer 
of thickness d(2) above medium 1) and medium 1. We define 
the respective parameters (θm, εm ...) for each layer and for an 
incident EM wave (m+1) coming from above our layered 
medium. The recursive formulas for j=2... M are: 
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While for j=1 the values are simply given by: R1 = F1; T1 = 


G1. The factor Qj describes the complex phase change of the 
wave on its way through layer j: 


 
 exp( cos )j j j jQ ik d   (11) 


 
It is important to notice that Fj and Gj depend on 


polarization. Then also the final reflection and transmission 
coefficients R and T at the top of the sandwich are different for 
both polarizations. Reflectivity and Transmissivity are 
obtained in the same way explained before through the relation 
(6).  


If the surfaces are tilted, in refer to the observation point, the 
angle of incidence changes, and polarizations on the surface 
have to be translated in vertical and horizontal polarizations for 
the observer. For example, in the situation shown in Figure 4, a 
surface facing the radiometer has a slope of a certain angle β. 
This means that the local angle of incidence has changed to  


 
ϑsky’ = β- ϑsky. In this case in order to obtain the desired 
brightness temperatures at SPIRA receiver we have to: 
 


 Calculate reflectivity and transmittivity of the surface 
(as it is in plain) with given angle ϑsky, obtaining rTM 
and rTE. 


 Apply the following formulas to obtain the brightness 
temperatures at SPIRA receiver: 


 
 'sky sky     (12) 
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 (1 ) 'v TM surf TM skyT r T r T    (14) 
 


 (1 ) 'h TE surf TE skyT r T r T    (15) 
 
I and Q Stokes can be obtained using (9).  
If the surface is rotated by an angle ψ, in relation to the 


origin of vertical and horizontal axis of the radiometer, we 
occur in the situation depicted in Figure 5. In this case a U 
component is present, and as to be taken in account.  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 3: Geometry of layered medium 


Figure 4: Surface slope in front of the SPIRA radiometer 


Figure 5: Rotated surface in front of SPIRA radiometer 







If we project the intensities of Ep and Es on the V and H axis 
and take the difference between these two in order to attain the 
U parameter, there will only result something unequal to zero 
if ψ ≠ 0.  The intensities of horizontal, vertical and ± 45° 
polarization can be expressed as: 


 
 2 2 2 2cos sinh p sI E E    (16) 


  
 2 2 2 2sin cosv p sI E E    (17) 
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45 cos ( 45 ) sin ( 45 )p sI E E          (18) 
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TM and TE brightness temperatures calculated on the 


surface by Fresnel Equations are directly proportional to Ep 
and Es. We can assign: 
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Then we can express the brightness temperature measured 


by SPIRA as: 
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Similarly, for U Stokes: 
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The following figures show some example of computed 


models [3]. In Figures 6 and 7 an example of I and Q Stokes 
for different horizontal surfaces, for scan-angles between 0° 


and 90° is shown. In figure 8 the vertical and horizontal 
polarizations of a concrete layer, with a slope of 0°, 45° and 
90°, are shown. The first tests of model validation look 
promising and complete results will be published in following 
papers. 
 
 


III. NEW POLARIMETRIC CALIBRATION TARGET 


In order to obtain the correct Stokes parameters the 
radiometer must be calibrated for both total power and 
polarimetry. Polarimetric calibration must take in account the 
amplitude and phase umbalance of the correlation network and 
OMT and is achieved with a tailored calibration source that 
emits signals with different polarizations, in order to obtain the 
Müller matrix that polarimetrically calibrates the system.  


In the past this task was performed using a combination of  
liquid nitrogen, a retarding plate and a wire grid [4]. This 
arrangement is impractical on outdoor measuring campaigns 


Figure 6: Simulated I Stokes brightness temperatures for different material, 
horizontal surfaces. Tsurf = 300K, Zenith opacity at 0.2, f = 91 GHz 


Figure 7: Simulated Q Stokes brightness temperatures for different material, 
horizontal surfaces. Tsurf = 300K, Zenith opacity at 0.2, f = 91 GHz 


 


Figure 8: Vertical and horizontal polarization brightness temperature for a layer of 
concrete with slope β = 0°, 45° and 90°. Tsurf = 300K, Zenith opacity at 0.2, f = 91 


GHz 
 







and for this reason we are developing a new polarimetric 
calibration technique, more suitable for field measures.   


The off-set parabolic reflector configuration of the 
radiometer can be properly used for this purpose. The rotating 
axis of SPIRA, normally used for elevation scans, can host a 
horn antenna transmitting a linear polarized signal. It is 
possible to calibrate the output channels of the receiver and, 
consequently I, Q and U Stokes parameters, just positioning 
the polarized signal at different angles.  


For the calibration of V Stokes we need a circularly 
polarized reference signal. This task can be achieved by 
introducing a retarder between the transmitter and receiver. A 
retarder introduces a phase shift between two orthogonal 
polarization components and can be realized in different ways, 
e.g. by introducing a path length difference by reflection or 
using materials that have different permittivity in orthogonal 
directions. The latter can be either physically inserted in the 
waveguide feeding the transmitting or receiving horn or in 
between the two horns. The first option requires a septum 
polarizer, while the second option requires a λ/4-wave-plate 
retarder, and a schematic overview of this configuration is 
shown in Figure 9.  


If an elliptical polarization is achieved, the rotating axis of 
SPIRA over 360° can still help to obtain a calibration matrix 
for V Stokes. 


The plate, made by high density polyethylene (HDPE), can 
be design in a way to minimize the reflections.  For 
characterization and modeling by Müller-matrix reflections, 
absorption and manufacturing irregularities of the plate must 
be taken in account. The retarder plate has an important 
practical advantage in respect to septum polarizer; in fact it can 
be mounted on a support and hooked in front of the rotating 
transmitting antenna only when V Stokes parameter is 
calibrated, while septum in waveguide requires to be 
disassembled from the feeding horn.  


A test prototype of the calibration source was built in our 
department and measurements with either septum or plate were 
performed. Both showed good performances at 91 GHz, but for 
practical reason, mentioned above, the retarder plate has been 
chosen for our final calibration device. Figure 10 shows the 
phase shift achieved by retarder plate, between the two 
orthogonal components of a linear polarized signal. 


 


 
 


 
 
 


IV. ACTIVE MEASUREMENTS 


The implementation of an active source for a passive 
radiometer can, under certain conditions, increment the 
contrast of the images acquired and add extra information to 
the measures. It can also turn an essentially outdoor system in 
an indoor one (compensating with active illumination the 
absence of cold sky radiation). This topic was investigated by 
conducting observations of various scenes with SPIRA 
polarimeter.  


First indoor experiments with active illumination by a 
laboratory CW signal source have been performed. These 
measurements have the inherent problem that active 
measurements require a significantly larger dynamic range than 
passive ones. Since the receivers and detectors are designed for 
thermal input signals they are easily saturated by the much 
stronger active signal.  


Concerning the optics of the active illumination system, 
different rectangular horn antennas have been considered. For 
images covering only a small elevation range a low gain 
rectangular horn (Figure 11) can be mounted on the azimuth 
platform of SPIRA. To cover images with a wider field of view 
a horn antenna with higher gain will be attached to rotating 
reflector of SPIRA in order to track the antenna pattern. The 
direct crosstalk between these feeds and the receiver has to be 
investigated. To minimize this effect, a low side lobe antenna, 
like corrugated feed horn, must be considered.  


To illuminate the scene a coherent continuous wave (CW) 
signal or an incoherent broadband noise source can be used. In 
general the broadband noise will reduce interferences and thus 
the speckle noise in the image. However, even the relatively 
broad 2 GHz detection bandwidth of SPIRA cannot prevent 
speckles completely if a single noise source is used. This 
would require illuminating the scene with extended noise 
sources from different directions.  


Figure 9: Schematic overview of the calibration device for calibrating V 
Stokes. A retarder plate is inserted between Tx and Rx, a linear polarized 
signal is retarder in order to obtain a circularly polarized wave (in blue) 


Figure 10: Measured phase difference in radians between horizontal and 
vertical receiving signals when a linear polarized signal at 45° (referred to 


the V receiver axis) is transmitted. The retarder plate has an orientation 
(same reference) of respectively 0°, 90°, 180° and 270°. A phase difference 


of 0.5 rad origins a circular polarization 







 
 
A CW illumination produces much stronger speckle artifacts 


in the image, as shown in Figures 12. On the other hand it has 
the advantage that it will provide higher sensitivity and 
dynamic range, especially when used in combination with 
digital signal processing techniques. For this device an active 
W-band x6 multiplier chain, driven by a six times lower CW 
frequency from a synthesizer, has been chosen. 


 When the CW signal source is tuned outside of the 2-4 GHz 
IF bandwidth of the passive receiver, it can be still detected 
with separate narrow band detectors tuned to this external 
frequency, which would allow observing active and passive 
images simultaneously. 


Moreover, in the experiments we conducted with active 
illumination, strong reflection from metal parts in front of the 
transmitting antenna, and increase scattering in received 
images were observed. However, these effects seem to be 
useful to better understand the shape of highly reflective metal 
parts. Considering the scene in Figure 13, where on the left a 
periodical metal structure constitutes the wall of a building and 
observing the images taken by SPIRA, the same periodical 
structure can be seen in Q and U images, while in passive 
image the wall appears flat.  


 
Further investigations on observation and modeling of 


periodical metal and dielectric structures will follow, as well as 
improvements in the active illumination equipment. 


 
 


V. CONCLUSION 


An overview of the activities of the microwave research 
group in Institute of Applied Physics of University of Bern is 
given. All the topics presented are still under continuous 
development and investigation. The results of our efforts look 
promising and further outcome will be presented in future. 
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Figure 11: 91 GHz radiation pattern in H-plane (line) and E-plane (dotted) for 
the low-gain rectangular horn for active illumination. 


Figure 12: Passive (left) and active (right) images of a man hiding two metal 
plates behind his coat, taken by SPIRA. The speckle artifacts in the active 


image are significant. 


Figure 13: I, Q and U Stokes images of a scene (bottom right) taken by SPIRA, 
with active setup. 








ALMA WVR final report 
 


M. Wannerbratt1, T. Ekebrand1, A. Emrich1, P.Sobis1, U. Krus1, S. Back-Andersson1, D. Runesson1 and M. Krus1 
1) Omnisys Instruments AB*, Västra Frölunda, Sweden 


 
Abstract- Omnisys Instruments has designed and produced of 


58 Water Vapor Radiometers for the ALMA telescope in Chile. 
The design phase was 24 months including the first installation 
followed by a production phase of 18 months. 


The ALMA design and performance verification will briefly 
be presented but the focus on the presentation will be on 
production and test aspects, including optical and radiometric 
performance. As of December 2010, all 58 radiometers have been 
shipped to the ALMA site and passed on site acceptance tests. 


The radiometers are tested for optical performance as well as 
radiometric performance in frequency response, stability, 
sensitivity, linearity and accuracy. The production verification 
data will be presented and conclusions drawn. This should give 
good insight for future THz radiometer design, including many 
aspects such as optical design, calibration system aspects etc. 


I. INTRODUCTION 
The ALMA WVR is a complete instrument with optical 
coupling to the reflector antenna in one end and power and 
CAN bus interface in the other end.  
The ALMA WVR consist of a schottky mixer based front-end 
connected to a filterband back-end. The sensitivity is state of 
the art with Trec < 1000 K, but the most important aspects are 
the absolute accuracy and the stability of the instrument. Other 
constraints are the design lifetime of > 20 years without 
maintenance, a modular design with simple changes with spare 
parts and a design compatible with cost effective production 
and testing. 
The production tests include stringent optical performance, 
sensitivity, absolute stability, frequency response of the 
complete instrument, out of band rejection and many other 
parameters. Test results from 58 units will be presented and 
analysed. 
 


 
Figure 1 ALMA WVR unit. 


 


 
Figure 3 WVRs in the ALMA warehouse. Courtesy of Ferdinand Patt, ESO 


II. STATUS 


All radiometers have been delivered and tested on site. Most of 
them are currently stored in the ALMA warehouse waiting for 
installation in the antennas. Ten WVR’s are installed and fully 
operating and about ten more are being integrated. 


III. KEY PERFORMANCE 


A. Sensitivity 
To achieve good sensitivity, the receiver temperature was 


minimized by adjusting the LO chain bias, while measuring 
Trec live. The receiver temperature and standard deviation are 
shown in the plots below. The average standard deviations for 
the four channels respectively were 0.081 K, 0.063 K, 0.066 K, 
and 0.078 K. 


Figure 2 Key performance of each system 







 
B. Stability 


The stability of the radiometer is excellent thanks to thermal 
regulation of all internal subsystems. 


 
C. Quasi optics 


The alignment specification is ±28mm on 6m distance. This 
was very well achieved as can be seen in the plot at the bottom 
of this page. 


 
 


 
 
 
 
 
 
 
 
 
 
 
 


 
 
 
 
 
 
 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
E. RF response 


Many of the radiometers passed the bandwidth and centre 
frequency criteria on first try, but some of them had to be tuned 
using an equalizer. Above is a typical radio frequency response. 


 


IV. LESSONS LEARNED 


Quasi Optics 
The quasi optics proved to be far better than expected. 


Lower precision could have cut costs. Only one system was 
initially tested out of spec. Automated optics scan at four 
distances worked very well. Test started when going home, test 
results in the morning. 
 
Test automation 


Use more DAC for automatic tuning. Internal power levels 
on RF signals was tuned manually by setting resistor values. 
By using DACs and automated tuning days could have been 
saved for each system. 
Testing at LN2 temperature consumes a lot of time for cooling 
down loads and keeping load stable. A good reference load 
with a cryo cooler system would have improved quality of tests 
and the calibration of the radiometers. 
 
Prototype production 


The WVR contract did not contain prototypes or functional 
models. If this would have been developed, a natural 
production adjustment would have been made and the 
customer would have had time to evaluate the product and if 
needed update their requirements before serial production. This 
could potentially save costs and schedule. 
 
Over production 


The delta cost for producing a few extra parts of each sort is 
small compared to the cost for starting a new batch. This 
worked well except for a few cases. In these cases there was 
both an extra cost and lead time. 
 
 
 
 
 
 


Figure 4 Stability measured with a LN2 load 


Figure 7 Pointing errors on each system 


Figure 6 Optical performance measured with 55 dB dynamic range 


Figure 5 Optical test set-up 


Figure 8 Typical RF characteristics 
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Abstract-A state-of-the-art waveguide integrated 2SB Schottky 


receiver operating in the 320-360 GHz band is demonstrated. The 
unique receiver topology utilizes a low RF and LO VSWR design 
leading to better mixer performance and superior response for 
the radiometer system in general. Characterization of the receiver 
system will be presented. 


I. INTRODUCTION 


We report on the development of a fully integrated 2SB 
receiver designed for the STEAMR instrument operating at 
320-360 GHz, consuming only 4 mW of LO power. The 
unique receiver design exhibits low LO and RF voltage 
standing wave ratios as 90-degree hybrids are used, see [1-7],  
for both the RF and LO feeding of the two subharmonic 
Schottky diode DSB mixers. Commercial IF LNA’s with a 1.8 
dB minimum noise figure have been integrated to the receiver I 
and Q paths. This approach has two advantages, it improves 
the flatness and bandwidth of the IF response and provides a 
flexible way for tuning of the image rejection by external IF 
networks without affecting the receiver sensitivity. 
  Several modules, both SSB and DSB, have been fabricated 
and tested using both commercial and in house developed 
Schottky diodes. Results have been consistent and repeatable 
for all the assembled units, with an optimum  2SB receiver 
noise below 2800 K(SSB) not including the contribution from 
the RF hybrid termination, and with an estimated mixer noise 
and total conversion loss of 800 K(DSB) and 8 dB(SSB) 
respectively. The measured image rejection was typically 
around 15 dB without compensation of the IQ-imbalance and 
the typical LO input return loss was measured to about 15 dB 
broadband. 


 
Figure 1. 2SB receiver module consisting of an active W-band x6 ALMA 
WVR LO module followed by a broadband Chalmers Schottky varactor 
doubler pumping the 340 GHz SubHarmonic IQ Mixer (SHIQ-Mixer). 


 
Figure 2. Front-End receiver module assembly. 
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Abstract-We have demonstrated a waveguide VCO with a 


transition from WR-12 to WR-10, which is operating at the center 
frequency of 77 GHz, for an automotive radar system. The 
waveguide transition has a 1.859 dB of S12 and -30.22 dB of S11 at 
77 GHz. The fabricated VCO consists of a packaged GaAs Gunn 
diode, a varactor diode, two bias posts with LPF, a waveguide 
transition, and a back-short. The fabricated VCO has 885 MHz of 
the maximum bandwidth from 76.4 to 77.285 GHz and from 13.5 
to 15.25 dBm of the output power. The error rate of the measured 
linearity of 695 MHz bandwidth is within 1.97 % from 2 to 15 V 
of varactor bias. The measured phase noise is -100.75 dBc / Hz at 
1 MHz offset 


I. INTRODUCTION 


The millimeter-wave automotive radar system is one of the 
key technologies for the future adaptive cruise control systems. 
With increased awareness and interest in safety issues on 
vehicular transportation, a variety of obstacle detectors has 
been researched and developed, among which a forward 
looking automotive radar has received a special attention as 
considered to be an essential element to complete a vehicular 
safety system [1][2]. Due to the increasing interest of 
automobile safety systems, collision avoidance millimeter-
wave radar systems have emerged as an important sensor for 
an advanced safety vehicle (ASV) system. The millimeter-
wave radar systems are very attractive due to high resolution, 
the resulting compact chip size, and small antenna dimensions.  


In 76~77 GHz frequency range is recently studied the 
frequency modulated continuous wave (FMCW) radar system 
for automotive application [3]-[6]. A FMCW radar sensor 
generally requires a voltage controlled oscillator (VCO) which 
has wide bandwidth with good linearity, high output power and 
low phase noise characteristics [7].  


A radar requires a stable millimeter-wave signal source. The 
signal generation can be realized either directly by a VCO or 
by multiplication from a lower frequency. For 77 GHz 
automotive radar systems, signals in 77 GHz band must be 
stabilized with low phase noise.  


In this paper, we report the waveguide VCO which can be 
operated at 77 GHz using a GaAs Gunn diode and a varactor 


diode with waveguide transition from WR-12 to WR-10. We 
have obtained excellent performances enough to apply the anti-
collision radar for vehicles 
 
 


II. DESIGN OF THE VCO, LPF, AND WAVEGUIDE 
TRANSITION 


A. Design of cavity  and LPF for the VCO 
 


 Figure 1. Cross sectional view of the waveguide VCO 
 


Figure 2. Lower cavity with a varactor diode and a Gunn diode for the VCO 


 
Fig. 1 shows a cross-sectional view of the 77 GHz 


waveguide VCO and Fig. 2 illustrates the top view of the VCO. 
A GaAs Gunn diode and a varactor diode are mounted in the 







lower cavity. The distance between the Gunn and varactor 
diodes is about λg/2 at 38 GHz, where λg is the guided 
wavelength [8]. The bias posts are located on top of the Gunn 
and varactor diodes, and the location of resonant disk is 
determined by the height of mounting Gunn diode [9]. 


The cavity is designed such that only the second harmonic 
mode, which is 77 GHz, is outputted through the WR-12 by 
Iris filter to WR-10 transition. It is simulated and designed by 
HFSS. The fundamental oscillation of cavity uses eigen-mode 
and the impedance by de-embedding mode. However, the 
results of simulation are not accurate because of the results 
only for passive model.  


In the cavity size, the width affects more the oscillating 
frequency than the length. If we want to oscillate center 
frequency at 94 GHz, we should decrease the width and the 
distance between the Gunn and varactor diodes. Of course, the 
length will be decreased due to the distance between Gunn and 
varactor diode.  


A micrometer–adjustable back short is included to tune 
maximum output power. 


Two bias posts to the Gunn and varactor diodes have a low 
pass filter (LPF) and the bias post of the Gunn diode has 
resonant disk to oscillate the desired frequency.  


In proposed waveguide VCO, the 38 GHz and 77 GHz of 
signal coexist in the cavity. We designed the LPF which has 
performance to cutoff 38 GHz and 77 GHz, simultaneously.  


The LPF consists of three stages and the length of each part 
is usually decided by (1) 


 
 
 
 


The λc is designed for the center frequency of 77 GHz and 
the εr is relative permittivity of the Teflon insulation tape. 


The Fig. 3 shows the simulation results that the S21 of the 
designed LPF is -39.07 dB at 38 GHz and -45.82 dB at 77 GHz, 
respectively. The thickness of resonant disk is fixed 0.14 mm 
by previous work and we used from 2.4 mm to 2.7 mm of the 
diameter by 0.05 mm step to tune the fundamental frequency 
[10][11]. 


Figure 3. The simulation results of LPF by HFSS 


B. Design and fabricated WR-12 to WR-10 transition 
 
 
 
 
 
 
 
 
 
 


 
 


(a) 


 
 
 
 
 
 
 
 
 
 
 
 


 
(b) 


(c) 
Figure 4. (a) The drawing of the back-to-back waveguide transition (b) The 
fabricated waveguide transition jig (c) the measured results of waveguide 


transition 


 


We used the waveguide transition from WR-12 to WR-10. 
The waveguide VCOs, which are operated at E-band, are 
normally used WR-12 by Iris filter. Of course, we are able to 
make a VCO using WR-10 with good performance [11]. 
However, the WR-12 is more suitable to operate at 77 GHz 
than WR-10 with good performances to apply the radar system. 


The WR-12 has better noise performance than WR-10 
because WR-12 has lower cutoff frequency than the WR-10.  
The height of cavity using WR-12 is 0.23 mm higher than 
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cavity using WR-10. Therefore, the cavity using WR-12 is less 
influenced by manufacture errors.  


The Fig. 4 (a) is shown the drawing of the back-to-back 
transition. The simulation results are 0 dB of S21 and -50.72 dB 
of S11 at 77 GHz, respectively. The fabricated back to back 
waveguide transition and the measurement results are shown in 
the Fig. 4 (b) and (c). The insertion loss (S12) is 1.859 dB at 77 
GHz. 


 
 


III. TUNING AND MEASUREMENT RESULTS OF THE 
FABRICATED VCO  


The measurement system set up is shown in Fig. 5. The 
Bandwidth is measured by E4407B spectrum analyzer with an 
extended harmonic mixer of Agilent and the output power is 
measured by E4419B EPM series power meter of Agilent. 


 


Figure 5. The measurement system of waveguide VCO 


 


 


 
 
 
 
 
 
 


 
 
 
 


 
Figure 6. The fabricated waveguide VCO with elements 


 
The Fig. 6 shows the fabricated waveguide VCO with 


elements. The bias posts are wrapped by Teflon insulation tape 
of the thickness of 0.3 mm to protect short circuit from jig 
ground when the bias supplied to the Gunn and varactor diodes. 


The center frequency is tuned by changing the diameter of 
resonant disk. The disk has the diameter of 2.55 mm. We tuned 
the maximum output power by changing the position of 


varactor diode and a back-short. The position of varactor diode 
affects output power mainly, so we turned the mounted 
varactor diode about 30° until finding out the position of 
varactor diode for the maximum output power of VCO, and 
then we controlled the back short.  


 
 
 
 
 
 
 
 
 
 
 
 
 


 
Figure 7. The measured data for frequency and output power 


 
The fabricated VCO has 885 MHz of a maximum bandwidth 


and over 13 dBm of output power. Fig. 7 is shown the 
measured results of fabricated VCO. 


The bandwidth is 885 MHz from 76.4 to 77.285 GHz and 
the output power is from 13.5 to 15.25 dBm. To calculate the 
linearity range, we did linear fit using Originpro 7.5. The 
linearity is calculated using (2) 


 
bxay                                            (2) 


 
, where y is the frequency, x is the measured value at each 


the varactor diode voltage, a is reference frequency, and b is 
the slope of the linear fit line in Fig. 7. a and b can be obtained 
by the Originpro 7.5 and then we use (3) 


 
 
 
, where fmeasure@V is oscillating frequency at each varactor 


diode. The calculated value M has a different value each 
varactor diode voltage. The maximum value (Mmaximum) among 
various values of M is substituted into (4) 


             
 


 
 
 
The calculated 1.97 % of linearity is in the band of 695 MHz 
from 2 to 15 V of varactor voltage ranges. These are excellent 
performance to made FMCW radar application. 
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Figure 8. The measured phase noise at 10 MHz Span 


 
From Fig. 8, the phase noise is calculated in 10 MHz span and 
resolution band width (RBW) of 100 KHz from 1 MHz offset 
by (5) and (6) [12]. 


 
 


 
 
 
, where Poffset is value of the 1 MHz offset between carrier 
power level and sideband power levels (-50.75 dB). We have 
the calculated phase noise of - 100.75 dBc / Hz at 1 MHz offset.  


 
 


IV. CONCLUSION 


The 77 GHz waveguide VCO using GaAs Gunn diode and 
varactor diode with waveguide transition was designed and 
fabricated. The fabricated VCO shows excellent performances, 
which are wide bandwidth, high output power and 1.97 % 
linearity in the bandwidth of 695 MHz. The LPF is designed - 
39.07 dB at 38 GHz and - 45.82 dB at 77 GHz, respectively. 
The waveguide transition has insertion loss of -1.859 dB but 
the measured output power is enough high for automotive 
applications. Also, the phase noise is below - 100 dBc/Hz at 1 
MHz offset from the peak of the oscillating signal. 
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Abstract- Low cost millimetre wave modules are needed for
emerging 60 GHz applications such as high speed wireless
communications and millimetre wave identification (MMID). All
applications require high performance antenna arrays to
overcome the high propagation losses. Two alternative antenna
array designs on a low cost substrate (Taconic Taclamplus) are
presented and analysed in this paper. The arrays are
manufactured using standard printed circuit board (PCB)
technology and have measured gains of 18 dBi and 23 dBi. The
operational bandwidths are about 2 GHz around the center
frequency. Transmitter and receiver modules based on the
developed antenna arrays are also presented.


I. INTRODUCTION


Various technologies exist for making millimetre wave
modules and antennas such as LTCC [1,2], liquid crystal
polymers (LCP) [3], PTFE, alumina etc. LTCC has the
advantage that it can be used to make a complete hermetic
module package including antennas. However, the cost of the
package can be too high for high volume applications like
MMID tags [4]. In the research work presented in this paper,
the applicability of PTFE-based Taclamplus material by
Taconic [5] is studied for 60 GHz antenna array application.
Two microstrip line antenna arrays are analysed and
characterised by measurements.


The used Taclamplus substrate has a 100 m thick dielectric
with r = 2.1  and  tan  = 0.0008 at 60 GHz. The dielectric is
laminated between a 1mm thick copper plate and a 17 m
rolled-annealed copper foil. A special property of the material
is that it can be laser ablated without residues. This facilitates
easy engraving of MMIC cavities and via formation in
multilayer structures. The low dielectric loss of Taclamplus
facilitates cost effective manufacturing of high gain planar
antenna arrays for millimetre waves.


II. OVERVIEW OF MMID SYSTEMS


Millimetre wave identification is an extension of the RFID
concept to millimeter waves [4]. The use of a higher carrier
frequency enables the use of highly directive antenna arrays in
a small volume. The ISM band around 60 GHz is good for
MMID since no licenses are required. 60 GHz MMID systems
can provide high data transfer rates from e.g. sensors and also
tag localization due to the use of directive antennas like shown
in Figure 1. The MMID tags can be either active or passive.


Active tags are usually preferred because of their longer
operating range and higher versatility.


Figure 1. MMID application using directive tags and reader.


III. TACLAMPLUS MATERIAL


The use of PTFE as a dielectric substrate represents a mature
technology in the field of RF and microwave circuit design.
Taclamplus is a thin-core, ceramic-loaded, non-reinforced
PTFE-based printed-circuit-board (PCB) substrate. Generally
speaking non-reinforced thin-core PTFE materials (say
0.10mm thick) are difficult to process using conventional PCB
manufacturing techniques. Dimensional stability is
compromised and handling equipment must be capable of
supporting what can be flimsy circuits without damaging
features and structures. Whilst reinforcing agents such as
woven glass can improve handling and general material
stability; their loss characteristics preclude their use in very
high-frequency applications. In addition laser ablation of such
materials is hampered due the preferential energy absorption
over plastics. As a result electroplated vias can appear rough
and with unpredictable surface area contributing to increased
conductor losses. To overcome the handling problems,
Taclamplus is supplied as a laminate with at least one
conductor capable of offering subsequent mechanical support.
Usually this is a copper plate of thickness 0.5mm or greater but
recently electrodeposited copper foils of 70µm have been
used in multilayer structures. This supportive conductor
doubles as ground-plane and heat-sink.







Taclamplus dielectric is a PTFE/ceramic composite; the
dielectric constant measures 2.08 ± 0.02 at mm-wave
frequencies. The inclusion of ceramic facilitates laser ablation
to create cavities (for MMIC die) which is best achieved using
IR laser machining. Laser ablation of MMIC cavities is shown
to offer best accuracy and cavity geometry (as opposed to
mechanical milling). Figure 2 shows some images of laser-
ablated cavities on Taclamplus.


Copper-foil adhesion on Taclamplus is comparatively high;
this is a pre-requisite for fine-feature resolution. Good foil
adhesion is achieved without the need for high RMS copper-
foils. Low RMS foils make for lower conductor losses which is
especially true at high frequencies. Copper-peel strength is
typically 10lb/in [1.8N/mm] for 17µm ED copper.


Waveguide launch techniques are easily accommodated and
Taclamplus is compatible with a wide range of assembly
techniques, including lead-free assembly and gold-wire
bonding. In addition it satisfies the UL-94 V0 requirement
without the need of any flame-retardants.


Figure 2. SEM and optical images of laser-ablated cavities in Taclamplus.
Courtesy of Varioprint AG.


IV. ANTENNA DESIGN AND MANUFACTURING


Two different antenna arrays for 60 GHz center frequency
have been designed and manufactured on a 100 m thick
Taclamplus substrate. The base copper thickness is 1.0mm and
the patterned copper film is 17 m. The antenna structure is
shown in Figure 3. The antennas are manufactured using a
standard PCB process with 200 m minimum line and gap
widths. The antennas have been designed with Zeland IE3D
v14 software using the Method-of-Moments (MoM) technique.


The first antenna array shown in Figure 4 is a traveling wave
type antenna consisting of eight parallel microstrip line chains.
The radiation mechanism of chain antennas is originally
analysed in [6]. The chain antenna presented in this paper is
designed so that most energy is radiated before the end of the


line and no termination load is required. Thus the radiation
efficiency is very high. The vertical strips marked with red in
Figure 3 radiate in the vertical direction and sum up in the far
field while the horizontal strips marked with blue effectively
cancel each others radiation.


Like with all traveling wave antennas the main beam
direction in the E-plane is changed when frequency is offset
from the center frequency. Beam scanning inside the operating
frequency range is about 5 degrees.


Simulated input matching of the chain antenna is shown in
Figure 5. The frequency range of the antenna according to
simulations is 58.0–60.5 GHz. Measured frequency range is
shifted a bit upwards and is 59.0–61.0 GHz. Simulated
radiation patterns are shown with the test results in the next
section. Simulated maximum gain is 21 dBi at 60 GHz. Size of
the manufactured antenna including the reactive power
dividers is 35x35 mm2.


Figure 3. Antenna structure on Taclamplus.


Figure 4. Chain antenna array for 60 GHz.


antenna
0.1 mm thick
TaclamPlus
1 mmthick copper







Figure 5. Simulated matching of the chain antenna array.


The second antenna array shown in Figure 6 is based on
series-fed microstrip patch antennas which are separated by
one guided wavelength at the center frequency. The developed
array consists of eight columns with four patches each and has
a size of 31x21 mm2 including a reactive power divider feed
network. Simulated input matching is shown in Figure 7 and
the estimated operating frequency range is 56.0–59.0 GHz.
Again the measured operating band is shifter upwards and is
58.0–60.5 GHz. Maximum simulated gain is 17.5 dB.
Radiation patterns are compared in the next section. Beam
scanning with frequency offset is also observed with this
antenna. Change in the main beam direction is about 5 degrees
inside the range of 3 GHz.


Figure 6. Series-fed patch antenna array for 60 GHz.


Both developed antenna arrays have minimum linewidths of
about 200 microns and can thus be manufactured with a regular
low cost printed circuit board (PCB) process.


Figure 7. Simulated input matching of the series-fed patch array.


V. TEST RESULTS


The antenna arrays were mounted on a Anritsu-Wiltron
3680V test jig. Input matching was measured with a vector
network analyser by using time gating to remove the effect of
the measurement jig. The radiation patterns of the antenna
arrays have been measured in an anechoic chamber at VTT.
The antenna-under-test (AUT) is attached to the measurement
jig like shown in Figure 8 for the chain antenna. The 1.85mm
coaxial cable connects the jig to an Agilent V-band
downconverter mixer. The jig and downconverter are fixed to a
Rohacell pylon on top of a small rotation table. The antenna
rotation is controlled by a LabView program which also
records the received power from an Agilent spectrum analyser.


Figure 8. Chain antenna on the measurement jig.


Input matching of the chain antenna was measured on the jig.
The measurement was calibrated to the end of the coaxial
1.85mm cable as no Taclamplus calibration kit was available.


35 mm


35 mm







Therefore the effect of the jig including a V-connector and the
mounting clamp was eliminated by time gating. A Taclamplus
calibration kit for the jig will be manufactured when new
antenna structures are processed in the near future. Using this
to calibrate the measurement to the jig clamp interface will
greatly improve the measurement accuracy. The non-gated and
gated responses from the chain antenna over 55 – 65 GHz are
shown in Figure 9. Best matching is obtained at 59.5 GHz
although there are multiple reflections which cause problems in
measurement accuracy. Based on subsequent radiation pattern
and gain measurements the operating range of the chain
antenna is 59–61 GHz.


Figure 9. Measured input matching of the chain antenna
 with and without time gating.


Figure 10. E-plane radiation patterns of the chain antenna at 60 GHz.


The simulated and measured radiation patterns of the chain
antenna are shown in Figure 10–11 for E-plane and H-plane,
respectively. The maximum measured gain is 23 dBi at 60
GHz. Half-power beamwidth in the E-plane is 9 degs and 7
degs in the H-plane. The beam offset in E-plane from boresight
is –5 degrees at 60 GHz. The first sidelobe is quite high and
only about 6 dB below the main lobe. The high sidelobe level
can cause some problems in separating adjacent MMID tags.
The simulated and measured patterns compare very well.


Asymmetry in the E-plane patterns is a characteristic of
traveling wave antennas and is also partly due to feed network
radiation.


Figure 11. H-plane radiation patterns of the chain antenna at 60 GHz.


The manufactured series-fed patch array mounted on the test
jig is shown in Figure 12. Again the input matching was
measured by using time gating and is shown in Figure 13. Best
matching is obtained at 59.5 GHz and the operating range
based also on radiation pattern and gain measurements is 58–
60.5 GHz.


 The simulated and measured radiation patterns are
compared in Figures 14–15 for E-plane and H-plane,
respectively. The maximum measured gain is 18 dBi at 60
GHz. Half-power beamwidth in the E-plane is 23 degs and 7
degs in the H-plane. Again, asymmetry in the E-plane patterns
is partly caused by feed network radiation.


Figure 12. Series-fed antenna array on measurement jig.
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Figure 13. Measured input matching of the series-fed array with and without
time gating.


Figure 14. E-plane radiation patterns of the series-fed array at 60 GHz.


Figure 15. H-plane radiation patterns of the series-fed array at 60 GHz.


VI. RF-MODULES FOR MMID


Transmitter and receiver modules using the presented
antenna arrays have been designed and manufactured for 60
GHz. The modules are based on a commercially available
GaAs chipset from Gotmic AB. The transmitter chip is
TXQ060A01[7] and the receiver is RXQ060A01[8]. The chips
are mounted on cavities on the Taclamplus substrate and wire-
bonded. A close-up photograph of a mounted chip is shown in
Figure 16 and the manufactured receiver module without chip
in Figure 17. The MMIC cavities were accomplished with
mechanical milling because the used PCB manufacturer didn’t
have laser ablation capability. The chips have quadrature
inputs/outputs (I & Q) and internal local oscillator (LO)
quadruplers. LO frequency from in-house developed PLL
synthesizers to the modules is around 15 GHz.


A MMID test system has been constructed using the
developed modules. The MMID transmitter tags are operated
at an IF frequency of 2.4 GHz with custom RFID transmitters.
The tags are now transmitting only their identity code but
could also include some sensory data in a real application. The
receiver downconverts the 60 GHz signal to an IF frequency of
2.4 GHz for a custom RFID receiver. Tag reading has been
verified for more than 10 m reliable reading distance. Direct
coupling from transmitter to receiver at the IF frequency
causes some problems in the system, and this has been
mitigated by the choice of different 2.4 GHz transmit and
receive channels. This is accomplished by using slightly
different local oscillator frequencies for the transmitter and
receiver mixers.


Figure 16. MMIC mounted in a cavity and wire-bonded.
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Figure 17. 60 GHz receiver module using the series-fed antenna array.


VII. CONCLUSIONS


Two low cost and high gain antenna arrays for MMID
application around 60 GHz are presented. Simulations and
measurements compare very well. Sidelobes of the chain
antenna are quite high for MMID application, and need to be
addressed in future designs. The original design was aimed at
maximum possible gain. The used material thickness and
single-layer process restrict the available feed mechanisms.
The radiation patterns of the chain antenna can be made more
symmetrical and less dependent on frequency with a more
complicated feed system which is under study.


Transmitter and receiver modules using the developed
antenna arrays have been demonstrated. These have been used
in a MMID test system and resulted in a more than 10 m
reading distance.


Taclamplus represents a cost-effective microwave substrate
that can be used to create very low-loss structures both with
single dielectric layers and multiple layers. Exceptional
copper-foil adhesion allows small-feature resolution and the
unique composition of the dielectric facilitates clean laser
ablation for micro-via and component-cavity formation. The
use of metal-plate such as 1 mm copper helps to maintain
dimensional stability and provides a sound ground plane and
ideal heat-sinking properties.
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Abstract-The first commercial automotive radars are designed 


for blind-spot detection, collision warning, and automatic cruise 
control. These radars, however, could be used for other 
applications as well, such as road condition classification, 
vulnerable road user detection, and data transfer from ubiquitous 
sensors or tags. This paper discusses automotive radar for road 
condition classification at 24 GHz and shows results of semi-
passive and active radar transponders at 77 GHz that could be 
used as ubiquitous sensors or tags in traffic applications. 


 


I. INTRODUCTION 


The first commercial automotive radars are used for blind 
spot detection, automatic cruise control, and collision warning. 
Some car manufacturers, such as Volvo, are also offering 
radars that automatically brake when they detect a pedestrian 
in a risk of a forthcoming collision. Blind spot detection 
systems typically operate at the 24 GHz band in Europe [1] and 
facilitate driving detecting objects hidden in blind spots for 
example during a lane change. Forward looking automatic 
cruise control radars adjust the vehicle speed according to the 
preceding vehicle and operate currently at 77 GHz in Europe 
[2]. An additional band, 77 – 81 GHz, is being allocated by 
European Telecommunications Standards Institute (ETSI) for 
short range (30 m) collision warning automotive radars [3]. 


The automotive radars are proposed for other traffic 
applications as well, such as detecting lowered road friction 
due to water, rime, ice, or snow on road surface. Currently road 
surface conditions are monitored with infrared optical systems 
that are too expensive for ordinary passenger cars and whose 
detection range is very limited. Multipurpose radar sensors 
could offer cost benefits and also longer range as compared to 
optical systems. Several monostatic [4], bistatic [5] – [9] and 
passive radiometric [10] systems have been reported for road 
condition classification. In this paper, we review selected 
monostatic results at 24 GHz for road condition classification 
originally presented in [4]. 


Automotive radar could also be used to read out tags and 
sensors based on the backscattering communication principle. 
Such tags could be used with radar to detect vulnerable road 
users (i.e. road users possessing a high risk to be seriously 
injured in a traffic accident), such as pedestrians, bicyclists, 
and motorcyclists, which typically present a small radar cross 
section,  and  are  hence  hard  to  see  with  a  radar.  Traffic  signs  
could also be equipped with such transponders such that their 
information is automatically read by the radar. This could 
facilitate driving especially during bad optical visibility and, 


depending on the level of automation, could warn the driver 
when detects a traffic rule offense. 


This  paper  presents  preliminary  results  on  77  GHz  semi-
passive and active transponders based on backscattering 
communication principle. Millimeter wave transponders, or 
tags, have been earlier presented e.g. in [11]. In addition to 
automotive radar applications, such tags could be used for 
high-speed communication with future millimeter wave radio 
systems [12],[13]. 


 
II. ROAD CONDITION CLASSIFICATION 


A. Test Setup 
We have studied 24 GHz dual-polarized automotive radar 


for road condition classification in two measurement 
campaigns, one in winter and the other in summer. The studied 
road conditions in the winter campaign were dry, snowy, and 
icy asphalt. Test tracks with different conditions were prepared 
on a cast-off runway of Ivalo airport, Finland. Test tracks with 
different road conditions were at least 50 meters long and 4 
meters wide. The test tracks with close-ups of different road 
surfaces are shown in photographs presented in Figure 1.  


 


 
Fig. 1. The test tracks with different road conditions. From left to right: 
dry asphalt, icy asphalt, and snowy asphalt. 


 
Summer tests were performed at a test track located in Nokia, 


Finland, and the studied road conditions were dry and wet 
asphalt. 


A vector network analyzer (HP 8510) was used as a radar in 
the measurements, and the equipment was placed on a boot 
space of a van. The power required was generated with an 
aggregate and the measurement antennas were aligned to point 
to the track from the opened back door of the van. The test van 
with the measurement equipment is shown in Figure 2. 







 


 


Fig. 2. The test van equipped with measurement equipment. 
 
The measurement antennas were located 1 m above the road 


surface and their main beams were tilted 65o respective to the 
normal of the road surface. Several measurements on each road 
conditions were measured such that results could be averaged. 


 
B. Results 


Different methods are presented for classifying the road 
conditions from a measured backscattering response. When a 
phase-coherent data are not available for different polarizations, 
a simple approach is to compare the amplitudes of 
backscattered signals at different polarizations. Using such 
relative quantity enables to mitigate the effect of several 
unknown parameters, such as target distance and weather 
conditions, which could affect absolute amplitude 
measurements. 


Figure 3 shows the ratio between the backscattering 
coefficients at vv- and at hh-polarizations (the first letter stands 
for the polarization of the transmitted signal and the second for 
that of the received signal) for different road conditions. The 
markers represent single measurements and solid lines are 
average values for respective road condition and polarization. 


Figure 3 shows that the ratio between backscattering 
coefficients changes in absolute value with road conditions. 
The average value on wet road is 6 dB higher than that on dry 
asphalt. Compared to dry asphalt, ice lowers the value more 
than 1 dB and snow further lowers it approximately 2 dB. 
Therefore, average values can be used to classify road 
conditions although variation between adjacent measurements 
is so large that averaging is required to obtain the road 
condition reliably. 
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Fig. 3. Measured ratio between backscattering coefficients at vv- and 
hh-polarizations for different road surfaces. Markers represent single 
measurements and solid lines are averaged values over respective road 
condition. 


 
Same measurements were performed also at 77 GHz. Similar 


behavior with different road conditions were observed also at 
that frequency, although the changes in backscattered signals 
were somewhat smaller than at 24 GHz. 


According to this study, it seems possible to classify road 
conditions using a modified automotive radar. However, 
because the radar illuminated the road surface at a few meters 
distance from the vehicle and because several measurements 
need to be averaged for a reliable classification, the system 
may not suit for pre-warning the driver as such. Instead, the 
road friction information could be exploited for example to 
automatically adjust the suspension to prevailing friction 
conditions. 
 


III. SEMI-PASSIVE AND ACTIVE TRANSPONDERS 


 
A. Range estimation 


Radar transponders, or tags, are based on the backscattering 
modulation principle. This principle is in extensive use e.g. in 
RFID systems at UHF frequency. Backscattering modulation 
does not require a local oscillator in the transponder, but only 
the incoming millimeter wave radiation is modulated by load 
or gain modulation. A simplest radar tag consists of an antenna 
and a diode, whose bias is modulated to achieve low- and high-
impedance states. The change in the antenna load impedance is 
seen as a change in the scattered millimeter wave field of the 
antenna. This reflection is then detected by the radar. The 
modulation can carry information about the tagged object, e.g. 
type of target (pedestrian, cyclist, traffic sign etc.) and 
additional information, such as speed limit. The operation 
principle, shown in Figure 4, is compatible with the hardware 
of modern FMCW automotive radars. 
 







 


 


 
 
 
 
 
 
 
 
 


Fig. 4. Operation principle of radar tags. The tag antenna is load 
modulated at f, resulting in reflection of the radar signal at f1± f, 
which is easily separated from normal target reflections and clutter 
at f1. 


 
The detection range of the radar tags can be estimated from 


using the modulated radar cross section m. For a square wave 
modulation, the radar cross section presenting the power in 
single-sideband at the modulation frequency f becomes [14] 


 
 


(1) 
 
where 1 and 2  are the reflection coefficients related to the 
impedance  states  1  and  2  of  the  tag,   Gtag is the tag antenna 
gain, and m is the modulation index. The definition of the 
modulation index limits its maximum value to -3.9 dB. Now 
we can use radar equation for range estimation 


 
 


(2) 
 
 
where Gtx and Grx are the transmit and receive gains, 
respectively, Ptx is the transmit power and Prx,0 the noise floor 
of the receiver. 


 
B. Transponder designs and measurement results 


Two semipassive and an active radar transponder were 
designed to demonstrate the feasibility of the proposed radar 
communication  system  at  77  GHz.  All  the  tags  have  a  4×4  
element antenna array [15], but they have different millimeter 
wave components and substrates (see Figure 5). The least 
expensive of the designs was a semipassive tag composed of a 
Schottky diode (UMS DBES105a99F 1) on a 100- m LCP 
substrate (Rogers Ultralam 3000 2).  A  semipassive  tag  with  
MEMS switches on a glass substrate was manufactured with 
VTT RF MEMS process [16]. The active tag included an 
amplifier (Triquint TGA4705-FC3) on the LCP substrate. 


The modulation index was measured on a probing station 
with tag samples equipped with 50-ohm probe pads instead of 
antennas. In semipassive tags, the Schottky diode or the 
MEMS switch was driven with a low-frequency signal f from 


                                                             
1 http://www.ums-gaas.com/ 
2 http://www.rogerscorp.com/ 
3 http://www.triquint.com/ 


a battery powered circuitry. The diode provides the simplest 
bias circuit, as it requires a voltage of about 1 V and a current 
of 10 µA. Hence a small coin cell battery of 100 mAh is 
enough to feed the circuitry for a year. The MEMS switch 
enables higher modulation index, but requires a more complex 
bias circuit due to excitation voltages exceeding 10 V. The 
switches are capacitive, and hence the current remains 
minuscule. In the active tag, the gain of the amplifier was 
modulated at f. The power consumption of the active tag is 
74 mW, but it provides almost 30 dB higher modulation index. 


The radar cross section of the tags was measured with a 
similar waveguide-based measurement setup, where the probes 
were replaced by a horn antenna. A metal plate was used as a 
reference target. The radar cross section of the Schottky and 
amplifier based tags are shown in Figs. 6 and 7. The measured 


m of the semipassive tag is high compared to the modulation 
index, indicating a problem in absolute value calibration. 


The detection range of the proposed tag designs were 
calculated using (2) at 77 GHz. The transmit power was 
estimated to be 30 dBm EIRP, all antenna gains 14 dB, and the 
noise floor to be -120 dBm. These values present a state-of-
the-art automotive radar at 77 GHz. The operation of the 
semipassive tags is limited to about 10 meters, but the active 
tag provides a range exceeding40 meters, making it feasible for 
e.g. tagging traffic signs even in highway environments. The 
measured results and calculated range estimations are collected 
in Table I.  
 
Table I. Comparison of the transponder designs. 


Design m (dB) m (cm2) r (m) 
Schottky -14 3 8.7 
MEMS -11 – 10 
Amplifier +14 130 43 
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Fig. 5. Radar tag designs: A semipasssive tag with a Schottky-diode 
on a LCP substrate (above), a semipassive tag with a MEMS switches 
on a glass substrate (below left), and an active tag with an amplifier 
on a LCP substrate (below right). 
 







 


 


 
 


 
 
 
 
 
 
 
 
 
 
 
 
 


Fig. 6. Measured modulated m (RCS) of semi-passive diode-based 
transponders samples. 
 


IV. CONCLUSIONS 


The paper presented advanced automotive radar applications 
for road condition classification and backscattering 
communication using radar tags. It was shown that the road 
condition (ice, snow, dry, water) can be classified by 
comparing vertical and horizontal scattered signals at 24 GHz. 
Three designs of radar tags were introduced, and their 
modulated radar cross sections measured at 77 GHz. The 
semipassive tags enable communication to about 10 m, but the 
active tag up to 40 m.  
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Abstract- We present an integrated THz waveguide packaging 


solution based on the combination of all-metal micro-machined 


THz waveguide technology and active component chip layouts 
suitable for the realization of systems from 200 up to 5000 GHz. 
This packaging solution is compatible with different THz 


component technologies, for room temperature and cryogenic 
operations and employs space-qualified wire-bonding for 
electrical contacting. The THz waveguide packaging provides 


possibility of making 3-dimensional structures via facilitating of 
multi-level (layered) designs. The surface roughness of the 
fabricated THz waveguide structure was demonstrated to be 20 


nm, while the alignment accuracy of the active component chip 
was measured to be about 2 µm. Some of the demonstrators are 
already in used, at.e.g., APEX telescope in the SHeFI receiver [1].  


I. INTRODUCTION AND BACKGROUND 


Regardless of the core technology for Terahertz sources and 


detectors (e.g, Schottky diodes, MMIC, SIS or HEB mixers), 


the components have to be integrated into THz electromagnetic 


guiding structures, in order to produce complete THz systems, 


which in this context is defined as THz packaging.  


Waveguides are widely used in the industry and are 


particularly attractive guiding systems for electromagnetic 


waves, since they are relatively broadband and low loss 


transmission lines. Furthermore, waveguides provides 


complete confinement of the EM field inside a hollow structure 


and thus have negligible sensitivity to RF interference and limit 


RFI/EMI in the systems.  


The challenges for THz waveguide are the small waveguide 


dimensions (~100x200 µm
2
 and ~20x40 µm


2
 at 1 THz and 5 


THz, respectively) and the required nanometric surface 


roughness of the waveguide walls. The small dimensions 


originate from the scaling of the solutions of Maxwell’s 


equation with the wavelength. The surface roughness 


limitations are coupled to the submicron size of the skin depth 


at these frequencies, and directly responsible for the RF losses. 


In any case, both these constraints are completely out of reach 


for conventional machining even with the latest CNC 


technology, even though slightly more tolerant designs of 


components have been introduced for hybrids [2]. 


Besides, handling the substrate-based active components and 


mounting them into a waveguide structure becomes really 


demanding at THz frequencies when the dimensions of such 


“substrate” becomes as small as e.g, 1000x70x17µm [3].  


In this paper, we present a complete waveguide packaging 


technology suitable for frequencies up to 5000 GHz, 


combining all-metal THz waveguide technology [4] based on 


micromachining, for ultimate waveguide quality and a novel 


chip layout  based on SOI structure [5], forming a Π-frame 


supporting the active devices on a thin cross beam, for simple, 


fast and accurate chip positioning. 


II. ALL METAL WAVEGUIDE TECHNOLOGY 


Multi-level (layered) waveguide structures were fabricated 


using the GARD process [3] for different SIS and HEB mixers 


for frequencies ranging from 350 GHz to 2 THz [1],[5-6] 


(Fig.1 and Fig 2).  


The process is based on copper electroforming over 


sacrificial layered mold made out of SU-8 and pattern by 


conventional photolithography. As a result, submicron linear 


accuracy and surface roughness of the waveguide walls down 


to 20 nm were verified [4] on the fabricated waveguide 


structures. Furthermore, the fabricated hardware is already in 


use on the SHeFI receiver of the APEX telescope [1].  


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


Figure 1. SEM image of the fabricated multi-level structure: a back-piece of 


the APEX T2 1.3 THz HEB mixer block, with chip schematic overlayed. [4] 


 


Importantly, the photolithographic nature of the GARD 


process makes this fabrication technique very attractive in for  


volume production due to its throughput and reproducibility, 


compared to the competing technologies. 


Even though Silicon micromachining [7]-[8] has been used 


to produce waveguide structures for THz receivers, this 


technique is largely limited to fabrication of 2 layer structures, 


with inherent difficulty of making evenly deep grooves of 


different width, and, generally, the process somewhat 


cumbersome. Direct laser ablation has also been demonstrated 







on Silicon [9] but requires extremely long processing time and 


thus has inherently low throughput.  


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


Figure 2. SEM picture of the 1.6-2.0 THz hybrid made as waveguide 


branch-line coupler in split-block technology (60×60 µm in every split half) [5] 


 


Alternatively, waveguide structures defined and processed 


exclusively out of thick SU-8 photoresist [10] or combining Si 


etching and thick photoresist [11] are almost incompatible with 


cryogenic operation due to the large mismatch between the 


their thermal expansion coefficients and Copper. 


All-metal multilayer structures opens new possibilities for 


millimeter and THz cryo-receivers both for ground based and 


space borne observations, since it permits the realization of 


large mixer block parts and hence simplifies the assembly and 


eradicate thermal differential contraction problems, unlike 


other Silicon waveguide micromachining technologies.  


Furthermore, the availability of split block technology at 


THz frequencies naturally, along with achieving extremely 


high waveguide surface quality and thus low RF loss and 


possibility of using multi-level designs, the suggested 


technology opens solid prospects for building complex 


waveguide circuits (Fig. 3). This would naturally increases the 


level of integration in THz systems, making them more 


compact and eventually lighter, which might be very relevant 


from space borne observatories. 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


Figure 3. SEM picture of the micro-fabricated 600-750 GHz 2SB SIS Mixer.  


 


Even though the all-metal waveguide technology was largely 


demonstrated on cryogenic receivers, it is not limited to low 


temperature hardware. In fact, it is fully compatible with room 


temperature technologies such as MMICs or Schottky diodes. 


The presented micromachining technique faces though 


different limitations in reproduction of structures’ geometry 


depending on the frequency. For Sub-Millimetre wave 


components with bigger waveguide dimensions, some specifics 


of the photolithography process should be taken into account. 


In particular, the verticality of the SU-8 pattern walls and 


internal photoresist stress issues could be challenging. During 


our initial experiments, we have fabricated a waveguide circuit 


for 2SB SIS mixer with even larger waveguide dimensions. 


The measured depth of the processed waveguides structure was 


350 µm, which suggests that, used in a split-block layout the 


waveguide circuits down to 200 GHz could be fabricated using 


the proposed micromachining technique. 


Towards higher THz frequencies, the availability of active 


elements, e.g., Schottky mixers. HEB, SIS and constrains 


coming from the handling and mounting of these extremely 


small and fragile components into the waveguide mixer block, 


would be the limiting factor, rather than the waveguide 


dimensions, which can easily be pushed down with the use of 


DUV lithography. Therefore we envisage that this proposed 


technology could be advantageously used at frequencies up to 


6-7 THz. 


III. ACTIVE COMPONENT INTEGRATION 


The all-metal waveguide technology opens solid prospects 


for building split block complex waveguide circuits by 


employing a single photo-mask set, e.g., a balanced receiver 


scheme comprising the hybrid, bends and waveguides 


providing interfaces to the input horns and to the mixers.  


3D FEM electromagnetic simulations for such a split.block 


waveguide balanced HEB mixer resulted in a mixer chip 


dimensions of 360 × 50 × 2 μm and clearly would be extremely 


difficult to manipulate and integrate in the mixer block [4].  


Earlier suggested beam-leads and membrane solutions [12-


14] partly solve the problem of the electrical interfacing the 


device but do not provide improved handling by leaving the 


substrate size as small as it is. Another proposed solution 


would employ a micro-machined frame supporting the mixer 


substrate [15-16], providing far more possibilities to handle the 


mixer chip. However this type of design requires a back-piece 


configuration making it incompatible with the split-block 


technique.  


In our novel approach, atarting from SOI wafers, a Π-shaped 


bulk silicon frame is formed, providing alignment reference for 


the active device fabricated on a cross beam as outlined in Fig. 


4. The shape of the HEB mixer chip is defined via 


micromachining, photolithography and consequent etching, 


while the thickness of the beam and the supporting frame 


depends on the SOI substrate. Consequently, in order to 







integrate the HEB mixer chips having this novel layout into the 


mixer block does not require any additional lapping and dicing. 
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Figure 4. Illustration of the HEB mixer chip with supporting half-frame [5]. 


 


This chip layout ease the handling, electrical contacting and 


mounting of the active device in the waveguide. The shape and 


the dimensions of the supporting Π-frame are chosen such that 


it provides alignment reference with respect to the 


corresponding recess in the mixer housing where it should be 


integrated. Based on this approach we have fabricated a 


technology demonstrator for 1.6 – 2.0 THz receiver (Fig 5.), 


where an alignment accuracy of about 2 micrometers has been 


confirmed (Fig 6.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
Figure 5. Technology demonstrator for 1.6 – 2.0 THz receiver [5].  


 


IV. CONCLUSIONS 


 


In this paper, we presented a complete waveguide packaging 


technology, suitable for all millimeter and THz device 


technology with the considerable advantage of being reliably 


compatible with cryogenic operating conditions. The presented 


packaging technology takes full advantages of all-metal 


waveguide combined with a novel component design. This 


design uses a novel layout for the HEB mixer employing bulk 


Si Π-frame, supporting a cross beam accommodating the active 


devices. We successfully demonstrated all technological steps 


and final integration of a balanced THz mixer. We believe that 


the demonstrated approach is suitable for building a single-end 


deep-terahertz mixer operating at up to 5 THz. The confirmed 


ease of integration by means of self-aligning of the mixer chip 


in the mixer housing opens prospective for making moderately 


large heterodyne terahertz array receivers. The proposed 


technology does not limit the number of pixels, which is rather 


constrained by a possibility to generate enough LO power.  


Even though demonstrated for HEB, the technology is suitable 


for other active mixer components such as Schottky diode- and 


SIS mixers or terahertz. 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
Figure 6. Aligned HEB mixer beam crossing the waveguide [5].  
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Abstract—For autonomous cell population evolution in space
monitoring with THz absorption spectroscopy a micromachined
sensor prototype was developed. The first measurements on
Saccharomyces cerevisiae cell detection are presented.


I. INTRODUCTION


Due to their specific nature, THz waves are able to probe
different states of bio-material (e.g. DNA, protein, cell) and
the different states of water molecules (hydration shells, water
contained within a cell, fast and slow water) associated with
it[1]. However sensing solutes in liquids, which has a sig-
nificant number of potential applications including label-free
sensing, is limited by technological challenges.


Bulk water as a highly polar liquid induces strong attenu-
ation and shadows the response of analyte, we are interested
in. We attempt to overcome this downside by a sensor con-
figuration whereby we target maximum interaction between
the generated THz wave and the analyte material present in
a capillary tube with liquid. To show the application of this
sensor prototype we present the detection of a cell population
state.


As a model system to study the effect of microgravity con-
ditions on cell physiology, we selected the eukaryotic microor-
ganism S. cerevisiae. This tractable and harmless microor-
ganism offers important advantages for microbial physiology
research in microgravity, such as its GRAS (Generally Recog-
nized as Safe) classification and powerful genetic tools. It has
been shown that growth of S. cerevisiae under microgravity
conditions results in strain-dependent microgravity stress [2].
Microgravity conditions disturbed spatially programmed bud-
ding patters and generated strain-dependent growth differences
in yeast colonies on semi-solid medium.


In this paper we will present the design of the THz sensor
prototype, based on micromachined waveguides in silicon. The
sensitivity of the sensor is investigated with a FEM model. The
first experiments on the cell growth detection with integrated
THz are reported.


II. MEASUREMENT METHODS


The sensor prototype was modeled. Three cell populations
were investigated. They were contained within a capillary
tube inserted through a micromachined waveguide and the
scattering parameters of the waveguide and capillary cube
(CT) arrangement were measured.


A. Micromachining


Waveguides operating at low THz frequency range (100–
1100 GHz) and with cross-section dimensions scaling from
1500µm down to 150µm have to be achieved with demanding
accurate dimensional control and high tolerances to achieve
VSWR=1.1 of coupling structures and transitions, low surface
roughness to restrain excessive losses. All this requirements
can be achieved with photolithography and deep anisotropic
wet etching of <100> Si in KOH solution, resulting in
trenches with sloped side walls under the precise angle of
54.74◦. After producing the trenches, metalization (evapo-
ration and plating) and cleaving/dicing, the mirrored split-
blocks are then aligned with a flip-chip and bonded by thermo-
compressive bonding. This approach results in enclosed high
quality waveguides [3] and cavities, with hexagonal cross-
section. By means of pre-etch masks patterns designed to
expose the crystalline orientation and additional etching the
underetch was reduced to average of 8µm, which can be com-
pensated during the design. The additional cleaving grooves
were added to the design to increase yield and accuracy of the
cleaving process. Corner compensation by <100> oriented
combs results in negligibly underetched convex corners. By
introducing patterns on the backside of the wafer, the holes
were made to pass through off-the-plane capillary tubes in the
center of hexagonal waveguide (WH).


B. Modeling


Microwave Studio from CST was used to model the re-
sponse of the THz sensor arrangement. The sensor was
modeled as an air filled WH made in a gold block centered
between two WR3.4 waveguides (see fig. 1). It was decided
to implement waveguides with slightly larger dimensions than
needed for an optimal coupling between WR3.4-WH. Larger
WH dimensions reduce the demand for accurate alignment
and a good mechanical contact/fix at the expense of lower
coupling efficiency. The WH with 1200µm width and 500µm
height with the length of 10 mm was modeled for subsequent
implementation. Various polyvinyl coated silica CT (from
Polymicro Technologies) were modeled, the CT were inserted
through appropriate sized openings in the chip.


The electromagnetic properties of studied cells were un-
known, however the expected characteristics of their solution
should be very close to water, since only a small amount of
cells is present in water and cells contain biological water.
Therefore the sensitivity of the arrangement to Liquid Under







(a) (b)
Fig. 1. Sensor model, longitudinal-vertical (a) and -horizontal (b) cuts.


Test (LUT) was studied by deviating its dielectric permittivity
from values given for pure water given in [4]. The difference
in scattering parameters was defined as the sensitivity of
the device to a certain dielectric permittivity change (e.g.
dB/(0.2∆ε · ε−1)) and the design parameters were optimized
to find the highest sensitivity. Naturally the CT with largest
internal diameter and smallest external diameter gave more
sensitivity together with larger attenuation. This was confirmed
by measuring two capillaries with 150µm and 320µm of
internal diameters filled with water and then water/methanol
solutions (not presented here).


C. Sample Preparation


Cells were cultivated overnight at 30 ◦C, centrifuged,
washed 2 times with phosphate buffered saline (PBS) solution
and resuspended in a small volume of the same buffer.
Afterwards the total cell population was equally divided into
three parts. One cell population was left as it was, a second
one was treated thermally at 70 ◦C for 10′ and into the third
population 1 mg/ml sodium azide (NaN3 – toxic material)
was added. The two treatments were carried out in order
to kill the cells in two different ways. The heat-killed cells
loose their plasma membrane integrity, although the cell’s
morphological characteristics are maintained [5], [6]. The
difficulty in measuring cells was their tendency to precipitate
(segment, sink) with time due to gravity if left unstirred, this
required a steady flow and short-time measurements.


D. Measurement Setup


In fig. 2 the measurement setup is shown, the generated THz
wave is coupled to WH&CT and the reflected wave is detected
with reflection detector via the Directional Coupler (DC). The
THz-wave transmitted through WH&CT is coupled to the
Transmission Detector. The coupling from standardized WR-
3.4 waveguide with a flange to Si-chip with WH (no flange)
was done by butt-coupling of the aligned WH to WR. The
WH is placed on XY ZΘ-µpositioning stage, allowing precise
alignment with respect to the source and detection flanges. The
detection part is placed on an x-positioning stage, allowing to
bring WH into contact with the flanges. The position of the
WH considered to be optimal when the maximal transmission
was achieved at several frequencies. Then WH was fixed by
applying moderate amount of pressure with the transmission
detector on the x-positioning stage. Once the WH is fixed a
CT can be inserted through the WH and a syringe fixed to


Fig. 2. Measurement setup.


(a) (b)
Fig. 3. Simulated S-parameters for the structure with CT rint = 150µm
and rext = 363µm internal and external diameters (a); rint = 320µm and
rext = 435µm diameters (b).


it. The syringe can be refilled, by removing its plunger with
piston from the fixed barrel with attached CT.


III. RESULTS


In order to find best sensitivity with a given sensor ar-
rangement the scattering parameters for different CT were
simulated. For a given WH working in the 220–325 GHz
frequency range, it was found that a CT with internal and
external diameter of 320µm and 435µm, respectively, yields
the highest sensitivity without degrading transmitted signal.
The S-parameters of two cases are shown in fig. 3, where CT
with smaller internal diameter induces smaller changes in S-
parameters. However, bigger CT would impose requirement on
higher dynamic range of the measurement system. It was also
noticed that transmission signal changes more than reflection.


Visualizing the calculated EM-field distributions allows to
study the electric field distributions of the propagating THz
wave and interactions with the LUT. The field reflects strongly
on the CT and hence only partially interacts with the LUT.
This penetration, however, concentrates along the internal
CT/LUT interface.


The first approach to measure and detect the changes in
S-parameters for WH/CT arrangement loaded with different
LUTs was by injecting the LUT and doing frequency sweep
with a large step (21 frequency point) and high number of
averaging, motivated by tendency of the sample to segment
and expectancy of signal changes comparable to detection







(a)


(b)


(c)
Fig. 4. Simulated field distributions along x- (a), y- (b), z-axis (c).
Magnification on the CT in the inset.


Fig. 5. Frequency sweep transmission measruements on the S. cerevisiae.


TABLE I
TIME SWEEP AT 275GHZ, THE TRANSMISSION RANGES FOR DIFFERENT


SAMPLES.


S# Treatment Resuspended min(|S21|) max(|S21|)
s1a No No 29.47 29.82
s1b No Yes 29.56 30.15
s2a Thermal No 27.38 28.15
s2b Thermal Yes 26.81 28.00
s3a Toxic No 28.35 28.92
s3b Toxic Yes 28.08 28.60
s3a Toxic No 28.58 28.92


noise. This approach did not gave any useful result, see fig.
5. All the curves seemed to overlay each other with some
random noise added. But the second approach of injecting the
LUT while performing the time sweep at one frequency gave a
clear transmission amplitude difference for different LUTs (see
fig. 6). In total, seven samples were measured with time sweep,
the samples marked with letter a where not resuspended, that
is when the sample was segmented the denser layer of cells
on the bottom of the container was collected and injected
into the capillary. This way a-type samples where more dense
but concentration was different from sample to sample. The
important derived measurement data values presented in the
table I.


IV. DISCUSSIONS


The sample quantities used during the measurements were
on the order of 100µl and operating with the samples was
not trivial task, due to its viscosity and tendency to segment.
After re-suspending the cells and applying the sample in to the
syringe some air-bubbles/pockets were formed preventing the
homogeneous sample flow through the capillary. This can be
seen as added noise and if averaged adds some randomness
during the frequency measurements, with time-sweep scans
at one frequency it is easy to observe this deviations in the
form of sudden increase in transmitted power (tiny air bubble
reduces the attenuation) and thus can be discarded.


From the measured data we see that sample 1 with living
cells has the smallest attenuation, and the highest attenuation
was observed by sample 2 where the cells were treated
thermally, this effect might be caused by the bound/unbound







Fig. 6. Time sweep transmission zoomed measurement results at 275GHz on the S. cerevisiae, inset overview of the S-parameters.


water molecules ratio change which results in observable con-
trast. For heat treated cells, the plasma membrane integrity is
destroyed, which results in freely diffusion of small molecules
from the cell. As expected, under an optical microscope with
the ×100 magnification no clear difference in structure or
shape of the cells was observed except the treated cells seemed
to be a bit smaller (might be a coincidence). To evaluate
our method and perform quantitative evaluation of dead/living
cells dyeing has to be performed.


The lower transmission signal level and thus smaller S/N
ratio are result of the WH being by 1/5 bigger than required
for good WR-WH transition. The intention was to produce
slightly larger waveguide in order to simplify the alignment
procedure, but precise and repeatable mechanical connection
must be made for further studies. The wave propagating along
the waveguide is partially reflected, transmitted (impedance
mismatch) and absorbed at the CT. The LUT and THz-wave
interaction does not happen efficiently, due to the standing
wave generated with the maximum of the E-field being outside
of the CT. The sensitivity increases only slightly with larger
internal CT diameter. This is principal limitation of this
WH&CT configuration and the significant improvement can
be achieved with the capillary centered in a resonator, where
the maximal oscillating E-field would be in the center of CT.


V. CONCLUSIONS


The hexagonal waveguide loaded with the capillary tube
proved to be sensitive to the dielectric permittivity changes
of the liquid under test contained within the capillary. The
resulting S-parameter changes are not yet significant, but
they prove the application possibility for this technology to
detect µ-gravity influences on cell growth. More advanced
sensor structures are under development aiming to increase
the sensitivity with orders of magnitude.
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Abstract- In this paper a new type of RF power sensor, based 
on the metal antenna-like structure employed as a bolometer, is 
presented. It consists of an antenna-like structure integrated into 
an mm-wave range Si dielectric rod waveguide with thin film 
deposition technology. Numerical simulations of temperature 
distribution as well as HFSS were performed and prototype at 
frequencies 80-140GHz was tested. 


I. INTRODUCTION 


Dielectric rod waveguides (DRW) are successfully used as 
basic feeders in the millimeter wave integrated circuits [1]. 
Historically, bolometer power sensors play a big role in the 
power measurements. Thermal bolometers are widely used in 
the mm and sub-mm wave range, particularly in a form of a 
thin membrane [2,3]. A bolometer power sensor detects the 
heating caused by absorption of RF or millimeter wave power. 
The role of the absorbing material is usually played by a metal 
with a known dependence of resistance vs. temperature, which 
is conventional.  


Bolometers have proved themselves in radio astronomy, 
where bolometers are widely used in the mm and sub-mm 
wave range [2]. In [4] a bismuth microbolometer for 
millimeter-wave and far-infrared detection was demonstrated. 
A power sensor based on the electron heating effect in n-Si is 
presented in [5]. Bolometers on thin dielectric membranes for 
use as wideband THz power meters are described in [3]. A 60 
GHz bolometric power sensor based on a planar dipole antenna 
presented in [6]. Power is measured by thermoelectrical means 
in GaAs/Cr-Au thermopiles. Another power sensor based on 
thermoelectric effect in AlGaAs presented in [7]. 


One can see that bolometric power sensors successfully used 
at millimeter wavelengths. However, described power sensors 
are complicated and hard to fabricate. Power sensors based on 
thermoelectrical effects in semiconductor heterosctructures 
usually have limitations of maximum power applied about 55 
mW. Some power sensors are compatible to work with high 
powers only in the pulse regime. Therefore a reliable, simple, 
cheap and wide range power sensor is of interest. We present 
in this paper a novel design of a bolometric power sensor 
which is integrated into a Si DRW. 


II. DESIGN 


A metallic “antenna” structure absorbs mm-wave power and 
is heated, which cause a change of its resistivity. The sensor 
prototype is presented in Fig. 1. The reference resistance is a 
small stripe of metal which is thermoisolated from the 
bolometric “antenna” but not from the substrate. Thereby, the 
reference resistor can detect the heating effect caused by losses 
in the Si DRW and changes in the environment not related to 


 
Fig. 1. Power sensor prototype. 


 
the absorption in bolometric “antenna”. The scheme is 
designed for 4 wire measurements to improve the precision of 
the measurement of the reference resistor and bolometer. The 
width of the power sensor layout is less than 1.2 mm, which 
allows to integrate it into a mm-wave range DRW [1]. 


III.  FABRICATION PROCESS 


The fabrication of the power sensor has been done using 
silicon dry etch on a high-resistivity silicon substrate. 
Fabrication steps are shown in Fig. 2. The whole structure 
contains a sensor chip and a cover chip; they were bonded with 
SU-8 after fabrication individually. 


In order to have a thermal isolation of “antenna” from the 
reference resistance and substrate a membrane is introduced. 
The membrane is fixed to Si DRW only by one edge, i.e. it is a 
cantilever. This design significantly simplifies the fabrication 
process of the sensor.  Elements of the bolometer “antenna” 
and the reference resistor are placed on top of the cantilever. Si 
under the cantilever is etched, so that bolometer “antenna” has 
an air gap for thermal insulation purposes. 


In Fig. 3 SEM images of SiO2 cantilever cut by plane AA’ 
(see Fig. 1) are shown. After 40 minutes etching in ICP-RIE 
gap depth and lateral undercut reach 80 µm and 60 µm, 
respectively. The lighter color between gaps shows long 
channel along symmetry axis of the antenna. 


  
Fig. 2. Fabrication steps of a power sensor. 


 


 
Fig. 3. SEM images of 1 µm thick SiO2 cantilever cut by AA’ plane (See Fig. 1) 


at different magnifications. Left: three arms of metallic antenna with etched 
gaps (lateral undercut is 60 µm); Right: central arm (depth of etching is 82 µm). 







IV.  THERMAL SIMULATION  


To compare the efficiency of the thermal isolation, 
simulations with the help of COMSOL Multiphysics 3.5a have 
been performed for two bolometer designs. In the first one a 
polymer film (PTFE) is used as a base of the metallic antenna, 
providing thermal isolation. The second design with a 
cantilever has been described earlier. The thermal fields for 
both variants are shown in Fig.4. In both simulations it is 
supposed that mm-wave power 0.1 mW is dissipated in the 
metal element. The cooling only by thermal conductivity from 
metallic antenna to Si DRW is taken into account. One can see 
in Fig. 4 that maximum overheat of the PTFE film and air gap 
isolated metallic antenna is 0.05 C and 0.35 C, respectively. 
Additionally, the film isolated bolometer is slower, as it can be 
seen in Fig.5a, where time dependences of temperature in the 
hottest points of the antennas after switch on of RF power are 
given. Temperature is saturated after 0.07 s in the film 
bolometer, in comparison with 0.03 s in the case of the 
cantilever one. 


Optimal values of the gap and lateral undercut for the 
cantilever sensor are found on the base of simulations. The 
results are shown in Fig. 5b and demonstrate that increasing of 
both parameters improves sensor functionality. At the same 
time, technologically acceptable value for undercut is about 50 
µm and it is already provides reasonable overheat. That is why 
experimental samples are fabricated with gap and undercut 50 
µm. 


 
Fig. 4. Overheat temperature distributions of the bolometers with different 


thermal isolation: Top: 50 µm PTFE layer; Bottom: 50 µm air gap and 1 µm 
thick SiO2 cantilever (undercut is 50 µm). 
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Fig. 5. a) Transient curves of the temperature in the hottest points of the 


cantilever (black line) and film (red line) variants of sensors; b) Dependence of 
overheat in the hottest point on gap for different lateral undercuts. 


 


V. MEASUREMENTS 


A measurement scheme of the experimental setup is shown 
in Fig. 6. HP 8510 Vector Network Analyzer has been used to 
generate power at frequencies of 85 – 95 GHz. Alteration of 
power is made with an attenuator.  


Image of the power sensor prototype ready to be inserted 
into a WR-10 waveguide is shown in Fig. 7. The device is 
connected to a HP 3478A multimeter. The power sensor is 
inserted inside the end of a WR-10 waveguide. 


Measurements have been performed for two different 
samples with codenames “Big” and “Small”. Sample “Big” is 
designed for measurements in the 75 – 110 GHz range and 
sample “Small” is designed for measurements in the 110 – 170 
GHz range. The resistances of the devices have been measured 
at 95 GHz. S11 is better that -17 dB for each sample at 95 GHz. 
Such small value appears due to the size of DRW, which is 
1.2x0.6 mm instead of 1.0x0.5 mm [1].  


 
Fig. 6. Experimental scheme. 


 


 
Fig. 7. General view of experimental facility 


  


  
 Fig. 8. Equivalent scheme of measurement. 







Measurements have been carried out by a 4 wire method. 
Through one pair of contacts current is generated and through 
another pair the voltage drop is measured. These measurements 
are carried out automatically with HP 3478A multimeter. 
Equivalent scheme of 4 wire measurements for contacts 1-8; 2-
7 is shown in Fig. 8. The amount of current generated by the 
HP3478A multimeter is 1 mA, which gives bolometer constant 
DC heating and does not affect mm range power heating. 
Results of 4-wire measurements for samples “Small” and 
“Big” are shown in Fig. 9. The horizontal axis shows the scale 
for power, applied to the waveguide. The vertical axis shows 
the scale for quantity ∆R=R-R0, where R is resistance at 
applied power, R0 is resistance at P=0. Value of R0 for sample 
“Small” is 1.81131 kΩ and for sample “Big” is 1.93429 kΩ. 
One can see that dependences of resistances on power are 
linear.  


The same 4-wire measurements were carried out for both 
samples at 120 GHz and 146 GHz with a Gunn oscillator 
power source. Maximum power, generated by Gunn oscillator 
is 17 mW at 120 GHz and 5.5 mW at 146 GHz. The power is 
attenuated by the same attenuator as in previous case. Results 
of measurements are shown in Figs.10-11. 
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Fig. 9. Results of measurements for sensors “Small” and “Big” at 95 GHz. 
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Fig. 10. Results of measurements for sensors “Small” and “Big” at 120GHz. 
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Fig. 11. Results of measurements for sensors ”Small” and ”Big” at 146 GHz. 
 


One can see from Figs. 9 - 11, that the resistance of the 
bolometer antenna changes on the power considerably. That 
means that the antenna absorbs power as it is designed to. 


The power sensor has also been tested with a DC power 
applied up to 200 mW showing no signs of burnout or 
degradation, which can be considered as a good tolerance to 
high power. 


According to thermal simulations for the sample “Small” 0.1 
mW power gives antenna approximately 0.28 °C temperature 
increase, which corresponds to 1.8 Ω resistance change. 
Measurement results show 0.5 Ω resistance change, which can 
be considered as a good correspondence between 
measurements and simulations. The reason for the difference is 
unknown part of total waveguide power absorbed in the 
metallic antenna.  


VI.  CONCLUSIONS 


Prototypes of a power sensor with reasonable sensitivity 
have been made using standard semiconductor technology. 
Prototype devices are designed for the 75 – 110 GHz and 110 – 
170 GHz frequency range. Sensitivity of devices is about 0.5 
Ω/mW according to tests at 95, 120 and 146 GHz. Presented 
power sensor has potential for use in future applications and 
devices. 
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Abstract- This paper presents the electromagnetic modeling 


and design of a vertical transition from coplanar waveguide to 
substrate embedded stripline for Low-Temperature Co-fired 
Ceramics (LTCC) technology. The commercial software package 
CST Microwave Studio was used. Several test structures with 
two vertical transitions connected by striplines of different 
lengths were designed, fabricated and measured. The comparison 
between simulated and measured data for the test structures 
shows a good agreement. The substrate embedded stripline 
effective permittivity is extracted from experimental results.  


 


I. INTRODUCTION 


System-in/on-Package (SiP/SoP) technology is widely 


regarded as an excellent means of realizing very compact 


multifunctional modules. A variety of technologies can be 


employed, including Low-Temperature Co-fired Ceramic 


(LTCC), liquid crystal polymer, organic and thin film on glass, 


etc. As a result, the development of compact and low cost RF 


modules is possible for millimeter-wave (mm-wave) 


applications [1-3].  


The three-dimensional (3-D) integration approach using 


multilayer LTCC technologies has emerged as an attractive 


solution due to its high level of compactness and mature 


multilayer fabrication capability. It enables integration of 


passive components including antennas, filters, couplers with 


MMICs in a single, cost-effective package. Passive structures, 


including transmission lines, can be placed on different layers 


and the processing of cavities and vias inside the substrate is 


possible. The 3-D modules can be innovatively designed and 


integrated at low cost.  


LTCC technology offers stable and low-loss materials for 


mm-wave frequency domain and its advantages have already 


been demonstrated for mm-wave applications in the last few 


years, mainly up to the V-band (50 – 75 GHz) [4, 5]. 


Currently the highest frequency range where LTCC 


technology has been studied is 150 GHz [6]. 


To realize a successful RF/MW SiP/SoP module based on 


LTCC substrate technology accurate electromagnetic models 


based on mature process validation are a prerequisite.  


Highly integrated microwave circuits require a combination 


of coplanar waveguide (CPW) and substrate embedded 


striplines (SL), thus requiring suitable wideband low-loss 


transitions between these two lines [7]. The transition from a 


CPW to SL line is asymmetrical and its S-parameters cannot 


be obtained directly by measurements using a probe station.  


This paper serves several purposes. First, it presents the 


electromagnetic modeling and the design of a vertical 


transition from CPW to SL for V-band and W-band. 


According to the Radio Society of Great Britain, the W band 


covers the 75 – 110 GHz frequency range. Next, several test 


structures based on vertical transitions between the conductor-


backed CPW and the embedded SL were designed and 


fabricated. Two transitions were connected “back-to-back” by 


SL transmission lines with three different lengths and 


measured up to 110 GHz. The substrate embedded SL 


effective permittivity is extracted from experimental results. 


Finally, a parametric study of the test structures is performed 


using electromagnetic simulations. The simulated results for 


different input values of the dielectric permittivity and loss 


tangent are compared.  


 


II. DESIGN AND LTCC TECHNOLOGY 


Miniaturization, low-loss interconnection and reduced 


process sensitivity have been considered as the most important 


issues for RF system integration. The miniaturization of 


different modules is pursued through vertical deployment of 


its elements using multilayer dielectrics. The major benefits of 


the LTCC technology are low conductor and dielectric losses, 
good thermal conductivity, stability, hermeticity, and cost 


efficiency. Disadvantages are related to the fabrication 


tolerances for the millimeter-wave domain.  


In this work, the design is based on the VTT technology that 


uses the Ferro A6-M LTCC tape system with a fired tape 


thickness of 100 µm [4, 8]. The electrical parameters of the 


tape and conductor materials used in the design are: relative 


permittivity εr = 5.9 (+/- 0.2), loss tangent 0.001@20 Ghz, 
silver paste conductivity σ = 3e7 S/m, conductor thickness 


t = 10 µm. The main restrictions from the design rules are the 


minimum conductor widths and spacing of 100 µm. The 


diameter of all vias is 100 µm and the minimum spacing 


between two adjacent vias is 250 µm (centre to centre). 


A 3-D view of the CPW-SL vertical transition is shown in 


Fig.1. A two step transition was chosen in the design. It has 3 


dielectric tapes and 4 metallization layers: the backside ground 


layer, the stripline layer (used for the SL signal conductor), the 


slotted ground layer and the CPW layer. 


 







 
Figure 1. 3D view (backside) of the CPW-SL transition 


 


At very high frequencies (up to 110 GHz) the modeling and 


design of the LTCC circuits is a challenge because the 


wavelength (1235 µm at 100 GHz, including the tape 


dielectric permittivity) have the same order of magnitude with 
the vertical transitions dimensions and the dimensions of other 


circuit components. The 0D (lumped elements) and even 1D 


(transmission lines) equivalent circuit modeling approach can 


no longer be used and full wave EM simulations must be 


employed in the design and optimization processes. 


The vertical transition was modeled using the commercial 


software package CST Microwave Studio (MS) [9]. CST MS 


uses mainly time domain simulations. The port definition and 
S parameter extraction are optimized for electric field 


distribution (ideal for waveguide port and planar ports with 


multiple pins definition feature). 


The combined effects of minimal line width and a high 


dielectric constant lead to values for the dielectric embedded 


transmission lines (microstrip, stripline) characteristic 


impedances that are lower than usual. For example, a 


characteristic impedance of 50 Ω is difficult to obtain for an 
embedded SL. Because the SL is used to feed other 


components, a width of 150 µm was used in the design (the 


characteristic impedance is about 28 Ω). Another 3-D view of 


the vertical transition is presented in Fig.2. The CPW port 


designed for “on wafer” measurement is visible. The CPW 


transmission line dimensions are 50 µm – 100 µm – 50 µm 


(gap – signal – gap) and the simulated corresponding 


impedance is about 52 Ω. The short ended CPW stub is 
intended to be used as DC return path in circuits with active 


components and as vertical transition tuning component.  


 
Figure 2. 3D view of the CPW-SL transition (input CPW-port view) 


The signal conductors of the CPW and SL transmission 


lines are connected by vias in two steps. The vertical transition 


is surrounded by a screen of vias. These prevent the 


electromagnetic interference between adjacent components 
and connect ground planes placed on different tapes. The 


whole structure was optimized using the CST MS 


optimization engine. The main dimensions of the layout are 


shown in Fig. 3. The spacing between two adjacent vias in the 


lateral fences is 400 µm (centre to centre). 


 


 
Figure 3. CPW-SL transition layout (stripline layer and slotted ground layer) 


 


The simulated results for the optimized vertical transition 
are presented in Fig.4 and Fig.5. Fig.4 presents the 


transmission parameter (S21) from 10 to 110 GHz. We can 


notice a resonance at about 67 GHz. Fig.5 presents the 


magnitude of the S parameters from 65 to 90 GHz, a 


frequency range interesting for applications such as 


automotive radars. The simulated performances of the vertical 


transition are very good in terms of low transmission losses 


and matching. We can observe a parasitic mode band pass 
filter. The resonance at 67 GHz is due to the resonant cavity 


created by the metallization layers and the vias fences. Fig.6 


shows the electric field distribution in the plane situated 


halfway between the slotted ground layer and the stripline 


layer at 67 GHz. 
 


 
Figure 4. Simulated transmission parameter for the CPW-SL transition 







 


 
Figure 5. Simulated S-Parameters for the CPW-SL transition 


 


 
Figure 6. Electric field distribution at 67 GHz (see text) 


 


III. FABRICATION AND EXPERIMENT 


Three test structures were designed and fabricated: two 


vertical transitions placed back-to-back; two vertical 


transitions placed back-to-back separated by a SL 500 µm 


long (1 intermediate vias); two vertical transitions placed 


back-to-back separated by a SL 1000 µm long (3 intermediate 


vias). The photo of the fabricated structures is shown in Fig.7.  


 


 


Figure 7. Optical photo of the manufactured test structures 


 


The S-parameter measurements were carried out with a 


PM5 Suss Microtec “on wafer” probe station and Anritsu 


37397D Vector Network Analyzer (VNA), equipped with 


3742A-EW 65-110 GHz external modules. The standard 
SOLT calibration was used in the experiment. In the probe 


station, ground-signal-ground (GSG) probes with a 150 µm 


pitch were used, and measurements were conducted up to  


110 GHz.  


Fig. 8 shows the comparison between the simulated and 


experimental results for the two vertical transitions placed 


back-to-back, the vertical transitions separated by a SL 500 


µm long and the vertical transitions separated by a SL 1000 


µm long, respectively. The agreement between simulations 


and experiments is very good. 


 


 


(a) 


 
(b) 


 


 
(c) 


Figure 8. Simulated and measured transmission parameters for the three 
CPW-SL-CPW test structures 







From the simulations and the experimental results, the 


effective permittivity of the embedded SL is extracted using 


the method presented in [10]. Considering the S parameters 


for two test structures with different length for the stripline LA 


and LB, the propagation constant of the SL can be calculated 


with (1). 
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The propagation constant is a complex number given by (2), 


where α is the attenuation constant and β is the phase constant. 


 


jγ α β= +                       (2) 


 
The effective permittivity of SL transmission line section 


can be computed using (3).  
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where ω  is the angular frequency, 0ε  and 0µ are the vacuum 


permittivity and permeability, respectively.  
 


Fig. 9 shows the comparison between the variation of the 


effective permittivity extracted from the simulated and 


experimental results versus frequency. The agreement is good 
and close to the value of the relative permittivity of 5.9 used in 


the simulations. It can be noticed that there is a large deviation 


from this value at the frequencies corresponding to the 


parasitic resonances and high transmission losses (see Fig. 8).  
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Figure 9. Effective permittivity vs. frequency extracted from the simulated 
results (continuous gray line) and measurement results (dotted black line, 


square markers)  


IV. PARAMETRIC STUDY 


The comparison between simulated and experimental data 


was presented in the previous section and the agreement was 


very good up to 60 GHz. For the 65-90 GHz frequency range 


there is a slight increase in losses (about 0.5 … 1.5 dB at 77 


GHz). In order to identify the cause of these losses we 
performed a parametric study using electromagnetic 


simulation with CST MS. The tape relative permittivity was 


varied between 5.7 and 6 and the results are presented in  


Fig. 10 (whole frequency range) and Fig. 11 (65 – 90 GHz). A 


slight decrease of the resonance frequency of the parasitic 


modes can be observed with the increase of the relative 


permittivity.  


The effect of the tape losses was also investigated and the 
loss tangent was varied between 0.001 …. 0.003. Almost no 


effect was observed on the simulated transmission parameter.  


 
Figure 10. Parametric study of the transmission parameters for the CPW-SL-


CPW  structure 
 


 
Figure 11. Parametric study of the transmission parameters for the CPW-SL-


CPW  structure – detail for the 65-90 GHz frequency range 


 


V. CONCLUSIONS 


The electromagnetic modeling and design of a vertical two-


step CPW to stripline transition for frequencies up to 110 GHz 


were described. The transition was optimized for minimum 


transmission losses and good matching using the 


electromagnetic simulation software CST Microwave Studio. 







 Three structures consisting of back-to-back connected 


transitions with different stripline lengths were investigated 


and then manufactured in LTCC technology.  


The CPW-SL-CPW structures were measured with a PM5 


Suss Microtec “on wafer” probe station and Anritsu 37397D 


Vector Network Analyzer (VNA), equipped with 3742A-EW 


65-110 GHz external modules. The simulated and measured 


results are in good agreement.  


The effective permittivity of the embedded stripline was 


extracted for both simulation and measured data showing good 


agreement with the value used in simulations (5.9) up to  


60 GHz.  


In order to identify the causes for the discrepancies in 


transmission losses at higher frequencies, a parametric study 


was performed for the tape parameters, relative permittivity 


and loss tangent.  
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Abstract- A novel quasi-optical monopulse antenna/feed 


structure is proposed, which is composed of combined sphere 
lenses, quasi-optical monopulse comparator, matching lens and 
pyramidal horn. Its performance at THz is analyzed based on 
FDTD method. And the parameters of the monopulse antenna 
have optimized to get better bandwidth and null depth 
performance. 


 


I. INTRODUCTION 


At microwave band, various monopulse sum and difference 
networks composed of waveguide or microstrip components is 
very popular and has good performance. However, these 
components are very difficult to manufacture and the 
absorptive losses are significant at THz bands. To avoid the 
disadvantages, a novel quasi-optical monopulse comparator, 
which is low loss and polarization independent, has been 
proposed and analyzed by Rolf Jakoby [1]. Jakoby analyzed 
the comparator by means of modal expansion technique 
(MET). Based on Jakoby’s structure, Gang An replaced the 
paraboloid reflector antenna with sphere lenses and analyzed a 
single stage of the network by using finite-difference time-
domain method (FDTD) [2].  


In this paper, the working frequency of the monopulse 
antenna/feed is increased from 0.09THz to 0.9THz, and the 
parameters of the antenna are optimized to get better phase 
matching, so the bandwidth and null depth performance can be 
improved. The system is analyzed by means of FDTD.  


 


II. ANALYSIS 


Fig.1 shows a single comparator stage of the quasi-
optical monopulse sum and difference network, which can 
perform either azimuth or elevation angle measurement. The 
stage consists of two oppositely located, plane reflectors and a 
low loss quasi-optical 3-dB beam splitter symmetrically 
positioned between them. The beam splitter and the two plane 
reflectors have equal surface dimensions and are arranged 
parallel to each other and at a 45˚ angle to the input plane. The 
plane wave from a target is split up by the quasi-optical hybrid 
to portion A and B. The comparator stage output subfields are 
derived by an indirect comparison of the portion A and B. The 
aim is to cause the superimposed portions of the input field in 
the comparator output subfields to be in-phase at S2 port and 
anti-phase at S1 port respectively.  


Lens and horns are added to get a quasi-optical monopulse 
antenna/feed as shown in Fig.2. Parameters of the quasi-
optical monopulse antenna/feed have to be optimized carefully 
to get good null depth performance over a wider band. 


 


 
Fig.1 Quasi-Optical Monopulse Comparator 


 
As an example 900GHz band is considered. The 


dimensions of the comparator are: L=3.92mm, L0=0.32mm. 
However, this L0 is not the best. Fig.3 depicts the simulated 
power density along S1 and S2 port plane of the 3-dB beam 
splitter for different L0. Here the 3-dB beam splitter is made 
of Quartz.  It can be concluded that when L0=0.34mm, the 
sum and difference performance is the best. Given the 
thickness of beam splitter 0.34mm, then sphere lens and 
receiving components are added to the system. 


 


 


Fig.2 Quasi-optical monopulse antenna/feed 


 


Also, the dimensions have to be optimized in order to get 
better performance. Fig.4 presents the normalized power in 
waveguide T1 and T2, respectively, which shows the null 
depth of 900GHz monopulse antenna/feed with different 
distance between matching lens and horn. It can be seen that 
when the distance is 1.54mm, the null depth is 44.9dB, which 
is the best. By optimizing other parameters, the best null depth 
performance is given in Fig.5, in which the null depth is 
44.9dB. Given the best dimensions, the time domain field in 
the whole monopulse antenna/feed structure at different time 
step is calculated and shown in Fig.6. 
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(c)  
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(d) 


Fig.3 Optimization of the thickness of 3-dB beam splitter in 900GHz 
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(a) distance=1.54mm 
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                                (b) distance=1.6mm 


Fig.4 Optimization of the distance between matching lens and 


horn for 900GHz 
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Fig.5 Power density in waveguide T1 and T2 at 900GHz 


 


 
(a) 







 
(b) 


 
                                              (c) 


Fig.6 Field distribution at different time step for 900GHz monopulse 
antenna/feed 


 
Also the null depth bandwidth of THz band quasi-optical 


monopulse antenna/feed is calculated and the result is given in 
Fig.7. We can see that the bandwidth is 5.5GHz for 20dB null 
depth and 2.22GHz for 30dB null depth. The results may be 
not excellent, but it is sufficient for most applications. 
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Fig.7 Bandwidth for sub-millimeter monopulse antenna/feed 


 


III. CONCLUSIONS 


A novel quasi-optical monopulse antenna/feed structure is 
analyzed by means of FDTD. Considering the too large 
electrical size of the system, only one single stage is studied in 
two-dimensional situation. To get better bandwidth, the 
optimization is carried out in order to make the monopulse 
antenna/feed work perfectly. The bandwidth performance is 
given.  


The following works will focus on three-dimensional quasi-
optical monopulse. And both of the two stages structures will 
be analyzed in the future. After that the hardware will be 
manufactured and experiments will be carried out. 
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Abstract-Recent progress on the development of sub-


millimetre wave sub-harmonically pumped image-rejection 
mixers using Schottky diodes is presented. The paper details the 
performance limitations of previous devices and presents the 
findings of recent investigations into potential causes. Subsequent 
work focusing on two specific areas of the device design and 
assembly is described together with the resulting improvements in 
performance. 


I. INTRODUCTION 


In recent years a number of European institutions have been 
developing novel sideband-separating mixers for deployment 
in future Earth Observation missions [1-5]. This research has 
been targeted predominantly at the STEAM-R instrument [6], 
part of the scientific payload of the PREMIER mission [7]. 
PREMIER, a candidate for ESA’s Earth Explorer 7 mission 
currently undergoing Phase A industrial study, is dedicated to 
the investigation of chemical, dynamical, and radiative 
processes in the upper troposphere and lower stratosphere. 
STEAM-R is a passive sub-millimetre wave limb-sounding 
instrument which will employ a fixed array of receivers 
providing 14 simultaneous views of the atmospheric limb 
covering an altitude range of 6-28 km at mid-latitudes. The 
receivers will operate over the frequency range 315-355 GHz. 
In order to best resolve sub-millimetre wave limb emission in 
the upper troposphere single sideband (SSB) observations are 
desirable. As a result an image-rejection mixer architecture 
was baselined for a sub-set of the 14 receiver channels, 
enabling SSB observation in a compact receiver configuration.  


This paper presents recent progress on the development of 
highly-integrated sub-harmonically pumped image-rejection 
mixers (SHIRMs) suitable for STEAM-R. Performance 
limitations of previous devices are discussed and the findings 
of recent investigations into potential causes are presented. 
Subsequent work focusing on two specific areas of the device 
design and assembly is described together with the resulting 
improvements in performance. 


 


II. SHIRM CIRCUIT TOPOLOGIES & IMPLEMENTATION 


 Fig. 1 presents the generic circuit topology of a sub-
harmonic image rejection mixer. The circuit comprises two  
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Fig. 1: Sub-harmonic Image-Rejection Mixer Circuit Topology 
 
double sideband (DSB) sub-harmonic mixers, an RF 
splitter/phase shifter, an LO splitter/phase shifter and an IF 
quadrature hybrid. The phase offset between RF and LO inputs 
to the mixers is selected such that the respective sidebands are 
in phase-quadrature at the mixer outputs. Recombination of 
these signals in the IF quadrature hybrid completes the 
sideband separation. As shown in Fig. 1, two phasing strategies 
may be employed. In the first, the RF input is split with 0° 
phase offset and the LO is split with 45° phase offset. In the 
second, both RF and LO inputs are split with 90° phase offset.  
 The main focus of the authors has been the development of a 
highly-integrated micro-machined IQ mixer block comprising 
the DSB sub-harmonic mixers and the RF and LO 
splitting/phase shifting components, shown in the shaded box 
in Fig. 1. The image-rejection circuit is then completed by 
connecting a commercially available connectorized IF 
quadrature hybrid to the mixer IF outputs of the block. The 
ultimate aim is to achieve a sideband separation of 20 dB over 
a wide instantaneous bandwidth (2-14 GHz) without the need 
for corrective amplitude and/or phase tuning between the IQ 
mixer block and the IF quadrature hybrid. SHIRM devices 
comprising each of the two phasing strategies have been 
developed for comparative purposes and their implementation 
shall now be summarized. The design procedure for these 
devices has been previously reported [1-3]. 
 
SHIRM A: ØRF=0°, ØLO
 In this architecture, shown in Fig. 2, the RF input signal is 
split in-phase using a 3-port E-plane waveguide splitter in WR-
2.8. The LO signal is split with the introduction of a 45° phase  


=45° 







 
Fig. 2: Internal View of SHIRM A: ØRF=0°, ØLO


 
=45° 


offset using a branch-line quadrature hybrid followed by a 45° 
stub-loaded phase shifter, both in WR-5. The isolated port of 
the branch-line hybrid is terminated in a waveguide load 
machined from Eccosorb MF-116 material from Emerson & 
Cuming. The two DSB sub-harmonic mixer circuits are 
implemented on a single piece of suspended quartz-based 
microstrip. The RF and LO signals are coupled to each DSB 
mixer circuit via E-plane probes. An anti-parallel pair of planar 
GaAs Schottky diodes fabricated at RAL [8] is flip-chip 
mounted onto the gold track of each mixer circuit. Optimized 
filtering and matching elements ensure efficient coupling of the 
signals to and from the diodes. The centre of the quartz 
microstrip line is RF/DC grounded to the block using 
conductive epoxy and the IF outputs are coupled from the 
opposite ends via additional quartz transmission lines and K-
type connectors. The device is machined using the common 
split-block technique. 
 
SHIRM B: ØRF=90°, ØLO
 In this architecture, shown in Fig. 3, the RF and LO input 
signals are split with the introduction of a 90° phase offset 
using branch-line quadrature hybrids in WR-2.8 and WR-5 
respectively. The isolated ports of both hybrids are terminated 
using waveguide loads of the same geometry and material as 
before. The implementation of the DSB sub-harmonic mixers 
is identical to SHIRM A. 


=90° 


 


 
Fig. 3: Internal View of SHIRM B: ØRF=90°, ØLO


The micro-machined block of either architecture has a 
volumetric envelope of 20 mm × 20 mm × 20 mm with 
UG/387 flanges incorporated for the RF and LO inputs.  


=90° 


 


III. INITIAL TEST RESULTS 


 Laboratory testing of the SHIRM devices has primarily 
focused on two key parameters: the sideband rejection and the 
SSB receiver noise temperature. Tests have been performed for 
IF bandwidths of 2-8 GHz and 6-14 GHz. The test procedure 
for determining these parameters [9] requires a Y-factor 
measurement to determine the DSB receiver noise temperature 
at each of the receiver IF outputs. Then, a narrow tone is 
injected into the RF port of the device and tuned within the 
upper and lower sidebands such that the down-converted tones 
correspond to the same IF output frequency. The ratio of the 
down-converted tones is calculated at each of the receiver 
outputs. This process is repeated for the desired resolution 
across the IF bandwidth and the measured results used to 
extract the sideband rejection and SSB receiver noise 
temperature. The rejection, in decibels, is given by:  
 
 RLSB=10log(G1,LSB/G1,USB
  


) (1) 


 RUSB=10log(G2,USB/G2,LSB
 


) (2) 


where Gn,m


 The LO chain used to pump the SHIRM comprises a W-
band Gunn diode oscillator followed by an isolator, rotary vane 
variable attenuator and a D154 166 GHz frequency doubler 
from VDI. The IF bandwidth of the receiver is fixed through 
selection of the IF quadrature hybrid, connectorized devices 
from Krytar, and the subsequent IF chain components. The 
noise temperatures of the IF chains, excluding the IF hybrids, 
are 70 K and 133 K for 2-8 GHz and 6-14 GHz respectively. 
The amplitude and phase imbalance of the IF hybrids 
contributes to the overall circuit imbalance thus limiting the 
level of sideband rejection that can be achieved. The hybrids 
contribute amplitude (phase) imbalances of ±0.35 dB (±3°) at 
2-8 GHz and ±0.4 dB (±5°) at 6-14 GHz. Initially the injected 
tone was provided by mixing two ~1.55 µm laser sources in a 
RAL photo-mixer [10]. More recently, a WR-2.8 comb 
generator from VDI driven by an Anritsu MG3694B 
synthesizer has been used.  


 is the conversion (power) gain of the device from 
each RF input sideband (LSB or USB) at each IF output port (1 
or 2). 


 
SHIRM A: ØRF=0°, ØLO
 The initial sideband rejection performance of this 
architecture is presented in Fig. 4 [1]. Measurements were 
made at three LO input frequencies covering the RF bandwidth 
318-362 GHz. This device was optimized to operate over a 
broad LO frequency range. The device provides levels of 
sideband rejection in the range 7-24 dB. Best performance is 
achieved at LO=174 GHz, were the average level of sideband 
rejection is 18.9 dB (R


=45° 


LSB) and 19.6 dB (RUSB). Poorest 
performance is achieved at LO=170 GHz, were the average 







level of sideband rejection is 11.2 dB (RLSB) and 11.4 dB 
(RUSB


 To further understand the source of imbalance within the 
micro-machined IQ mixer block, independent tests were 
performed on SHIRM A using a digital correlator backend 
instead of the analogue quadrature hybrid component [11]. The 
digital correlator has the capability of combining two input 
signals with a virtual ±90° phase shift, corresponding to a 
digital implementation of the analogue quadrature hybrid. As 
this combination can be done ideally (i.e. with no amplitude or 
phase imbalance) it is possible to determine the amplitude and 
phase imbalance of the micro-machined IQ mixer block alone. 
The imbalance of the block was measured for a number of LO 
input frequencies over a narrow IF bandwidth (500 MHz), 
limited by the sampling rate of the analogue-to-digital 
converters in the digital correlator. The results show a 
maximum amplitude and phase imbalance of 2 dB and 35° 
respectively, indicating that phase imbalance within the IQ 
mixer block is the main factor limiting performance. 


). A SSB receiver noise temperature between 3300-3800 
K and 4000-5400 K was achieved for IF bandwidths of 2-8 
GHz and 6-14 GHz respectively.  


 
SHIRM B: ØRF=90°, ØLO
 The initial sideband rejection performance of this 
architecture is presented in Fig. 5. Measurements are again 
shown for three LO input frequencies, this time covering the 
RF bandwidth 318-350 GHz. This device was optimzed for an 
LO frequency of 167 GHz, hence the different LO test 
frequencies compared to SHIRM A. The device provides levels 
of sideband rejection in the range 5.4-25.3 dB. Best 
performance is achieved at LO=166 GHz, were the average 
level of sideband rejection is 17.7 dB (R


=90° 


LSB) and 17.2 dB 
(RUSB). The performance is quite similar for LO frequencies of 
167 GHz and 168 GHz, with slightly poorer performance at 
LO=168 GHz, were the average level of sideband rejection is 
9.6 dB (RLSB) and 9.9 dB (RUSB


 


). A SSB receiver noise 
temperature between 3200-4300 K and 4300-5800 K was 
achieved for IF bandwidths of 2-8 GHz and 6-14 GHz 
respectively. 


IV. IDENTIFICATION OF FACTORS LIMITING PERFORMANCE 


 The initial test results of the two SHIRM architectures has 
shown that a sideband rejection of up to ~20 dB can be 
achieved over a broad IF bandwidth. However the results show 
that the level of sideband rejection can degrade sharply with a 
relatively small change in LO frequency. Additional tests 
undertaken on SHIRM A using a digital correlator backend 
indicate that a phase imbalance within the micro-machined IQ 
mixer block is the dominant source of imbalance. In order to 
improve the performance of the two SHIRM units it was 
necessary to find and correct the cause. The initial test results 
give a strong hint of one such source: the sensitivity of the 
level of sideband rejection to small changes in LO frequency 
suggests the presence of standing waves within the LO 
splitting/phase shifting network of each device. This effect is 
strongly indicative of a poor termination in the isolated port of 


 
Fig. 4: Measured Sideband Rejection Performance of SHIRM A as a Function 
of RF Freqeuncy. Filled markers IF=2-8 GHz, empty markers IF=6-14 GHz. 
Dotted lines show RLSB and continuous lines show RUSB


 


. Blue square markers 
for LO=166 GHz, pink round markers for LO=170 GHz, red triagular markers 
for LO=174 GHz. 


 
Fig. 5: Measured Sideband Rejection Performance of SHIRM B as a Function 
of RF Freqeuncy. Filled markers IF=2-8 GHz, empty markers IF=6-14 GHz. 
Dotted lines show RLSB and continuous lines show RUSB


 


. Green square 
markers for LO=166 GHz, purple round markers for LO=167 GHz, indigo 
triagular markers for LO=168 GHz. 


the LO quadrature hybrid, whereby partially reflected LO 
signals from each of the DSB mixers are causing a frequency-
dependent degradation in the amplitude and phase balance of 
the network. The investigation and resolution of this problem is 
described below. 
 Uncertainties associated with the manufacturing and 
assembly processes also contribute to imbalance in the IQ 
mixer blocks. In isolation, these have a relatively minor effect 
on circuit imbalance, but their combined effect may be more 
significant and is difficult to calculate. Their effect can at best 
be minimised through tolerance analysis and attention to detail 
throughout the development process. For example,  
manufacturing tolerances in the split-blocks will create a 
departure from the optimized 3D electromagnetic models. 
Tolerances are particularly critical for the smaller features such 







as the branch-lines of the quadrature hybrids. The depth of the 
electroplated gold layer is taken into account when machining 
these. 
 Another source of imbalance is the variation in performance 
of the Schottky diodes. This effect is minimised by selecting 
diodes which have similar DC parameters. A range of electrical 
and reliability tests on control batches of anti-parallel Schottky 
diodes fabricated at RAL has provided statistical data on the 
variation of key diode parameters. With this information, 
modelling of the SHIRM with a number of mismatched diode 
scenarios has shown this to be a minor source of circuit 
imbalance given the repeatability of the fabrication process.  
 The assembly method currently used to mount the quartz-
based microstrip transmission lines into the block has been 
examined. The process involves gluing two outer lines into a 
channel in the bottom half of the split-block. The outer ends of 
these lines are connected to K-type connectors for the IF 
outputs. The centre quartz line, containing the DSB mixer 
circuits, is inverted and also mounted into the channel in the 
bottom half of the split-block. The centre line is supported at 
both ends by the outer quartz lines and in the centre by a 200 
µm wide plinth in the channel. This also acts as the RF/DC 
ground for the DSB mixers, see Fig. 6. The centre quartz line is 
electrically connected at the three points using conductive 
epoxy. The centre connection is the most critical as the 
millimetre wave LO and RF signals are present in this part of 
the circuit. Analysis has shown that any asymmetry in this 
electrical connection creates a phase imbalance in the circuit. 
However as Fig. 6 shows, it is impossible to visually determine 
the symmetry of the epoxy connection as the epoxy is masked 
by the gold track of  the centre quartz line. Furthermore, any 
bowing of the centre quartz line during curing of the epoxy 
may adversely affect the symmetry of the connection. In view 
of this, a method for grounding the centre quartz line in this 
critical position without the need for conductive epoxy has 
been developed. Section VI examines the phase imbalance that 
can be created by an asymmetrical RF/DC ground connection 
between the two DSB mixers and presents a beam-lead based 
grounding method to ensure a symmetrical ground. 
 


V. INVESTIGATION OF WAVEGUIDE LOAD PERFORMANCE 


 Independent tests of the return loss of the waveguide loads 
currently in use in the SHIRM units has recently been made 
possible after an upgrade of test equipment at RAL. The initial 
design employed, Load 1, was based on a scaled version of a 
WR-10 design employing a double E/H plane taper presented 
in [12], however an initial misinterpretation of this geometry 
resulted in a design comprising a single taper in the H-plane. 
Two additional load geometries have also been tested: the 
correct double-taper geometry from [12], Load 2, and a 
geometry comprising a single taper in the E-plane, Load 3. The 
geometries are shown in the inset of Fig. 7. Each of these 
geometries was machined in Eccosorb MF-116 and MF-112 
from Emerson & Cuming for accommodation in WR-5 and 
WR-2.8 waveguide.  
 


 
Fig. 6: Geometry of RF/DC Ground Point: side view (upper), plan view 
(lower). 
 
Waveguide Load Return Loss Tests 
 Return loss measurements were performed on an ABmm 
VNA. Waveguide calibration kits from Radiometer Physics 
GmbH were employed in each frequency band to ensure an 
accurate reference. Measurements were performed from 150-
190 GHz and 310-360 GHz covering the LO and RF 
bandwidths of the SHIRM devices. Fig. 7 presents the return 
loss results for each of the three waveguide load designs 
manufactured from MF-116 across the band 150-190 GHz. The 
MF-116 material was found to be superior for all geometries 
hence the MF-112 results have been omitted. Furthermore, 
each load was found to have similar return loss performance 
across the 310-360 GHz band. For brevity, these results are not 
shown.   
 Fig. 7 shows that the performance of the initial incorrectly 
shaped load design is poor, with a typical return loss of -10 dB. 
The other two designs show a marked improvement with a 
return loss better than -20 dB across the band. The poor 
performance of the initial design is attributed to the geometry 
of the taper in relation to the incident electric field. 
 
SHIRM Test Results with Improved Waveguide Loads 
 Load 2 designs were retro-fitted into each of the SHIRM 
units and identical tests were undertaken to determine the 
improvement in performance. Fig. 8 presents the results of the 
sideband rejection tests of SHIRM A for the same LO 
frequencies and IF bandwidths as presented in Fig. 4. 
Comparing the figures it can be seen that the sideband rejection 
has improved, whilst the relative levels of sideband rejection 
for the three LO frequencies remains the same. Best 
performance is still achieved at LO=174 GHz were the average 
level of sideband rejection is 25.2 dB (RLSB) and 26.2 dB 
(RUSB), a mean improvement of 6.4 dB. Poorest performance is 
again at LO=170 GHz were the average level of sideband 
rejection is 14.8 dB (RLSB) and 14.6 dB (RUSB), a mean 
improvement of 3.4 dB.  







 
Fig. 7: Measured Return Loss of Waveguide Load Geometries from 150-190 
GHz: Load 1, H-plane taper (initial design); Load 2, double taper; Load 3, E-
plane taper. 
 
A SSB  receiver noise temperature between 3150-3600 K and 
3800-5050 K was achieved for IF bandwidths of 2-8 GHz and 
6-14 GHz respectively. SHIRM A provides >20 dB of 
sideband rejection over the majority of both sidebands at 
LO=174 GHz. Although the new load has improved 
performance, the relative variation in performance between LO 
frequencies remains. This effect is dominated by the amplitude 
and phase imbalance of the LO splitting/phase shifting network 
over the broad bandwidth of operation.  
 Fig. 9 presents the results of the sideband rejection tests of 
SHIRM B for the same LO frequencies and IF bandwidths as 
presented in Fig. 5. Comparing the figures it can be seen that 
the sharp degradation is sideband rejection with LO frequency 
has been eliminated and significantly improved performance 
has been achieved at LO=167 GHz and LO=168 GHz. Best 
performance is achieved at LO=168 GHz were the average 
level of sideband rejection is 26.1 dB (RLSB) and 19.1 dB 
(RUSB


 The best performance achieved to date for each SHIRM 
topology is summarized in Table I. 


). A SSB receiver noise temperature between 3000-3350 
K and 4100-5000 K was achieved for IF bandwidths of 2-8 
GHz and 6-14 GHz respectively. 


 
TABLE I 


Summary of Best SHIRM Performance (IF Bandwidth = 2-14 GHz)   
LO 


(GHz) 
RLSB R (dB) USB T (dB) SSB


Min 
 (K) 


Max Ave Min Max Ave Min Max1 
SHIRM A 


2 


174 18.7 34.9 25.2 19.7 30.4 26.2 3500 4800 
SHIRM B 


168 17.5 35.3 26.1 16.1 25.9 19.1 3000 5000 
1Minimum TSSB achieved at 2-8 GHz IF bandwidth, TIF=70 K.  
2Maximum TSSB achieved at 6-14 GHz IF bandwidth, TIF


 
=133 K. 


 
 
 


 
Fig. 8: Measured Sideband Rejection Performance of SHIRM A with 
Waveguide Load 2 as a Function of RF Freqeuncy. Filled markers IF=2-8 
GHz, empty markers IF=6-14 GHz. Dotted lines show RLSB and continuous 
lines show RUSB


 


. Blue square markers for LO=166 GHz, pink round markers 
for LO=170 GHz, red triagular markers for LO=174 GHz. 


 
Fig. 9: Measured Sideband Rejection Performance of SHIRM B with 
Waveguide Load 2 as a Function of RF Freqeuncy. Filled markers IF=2-8 
GHz, empty markers IF=6-14 GHz. Dotted lines show RLSB and continuous 
lines show RUSB


 


. Green square markers for LO=166 GHz, purple round 
markers for LO=167 GHz, indigo triagular markers for LO=168 GHz. 


VI. EFFECT OF ASYMMETRICAL RF/DC GROUND 


 The geometry of the RF/DC ground point in the middle of 
the centre quartz line was presented in Fig. 6 and discussed in 
Section IV. The electrical connection between the gold track of 
the microstrip transmission line and the supporting plinth is 
made by applying conductive epoxy to the plinth before 
positioning the quartz centre line and curing the epoxy at the 
lowest possible temperature to minimize thermal expansion. 
The phase imbalance created by an asymmetry in the epoxy 
join has been simulated over the LO and RF bandwidths. The 
asymmetry has been created by modeling different lengths of 
epoxy extending from each side of the line of symmetry. The 
phase imbalance is then calculated as the difference in 
reflection phase from each side of the short. Fig. 10 shows the 







phase imbalance introduced for length differences of 0, 20, 40, 
60 and 80 µm. As expected the phase imbalance increases with 
frequency (decreasing wavelength) and is therefore more 
significant over the RF bandwidth. Comparing the phase 
imbalance introduced by an asymmetrical join and the 
maximum phase imbalance of the SHIRM A IQ mixer block 
measured using the digital correlator backend, it is evident that 
an asymmetrical join has the potential to be a major source of 
imbalance. 
 In an effort to try and eliminate any asymmetry at the 
RF/DC ground point, a new method for creating the ground 
using beam-leads is being implemented. The geometry of this 
method is presented in Fig. 11. Here, beam-leads extend from 
the side of the quartz beyond the edge of the waveguide 
channel making an electrical connection with the block. Non-
conductive glue is used to fix the centre quartz line to the 
supporting plinth. The supporting plinth has been raised 
slightly to account for the expected thinner layer of glue as 
opposed to the thicker layer of conductive epoxy. Development 
of the SHIRM employing this grounding method is on-going. 
 


VII. CONCLUSIONS 


An improvement in the level of sideband rejection of two 
SHIRM topologies has been achieved by incorporating 
improved waveguide loads in the isolated ports of the 
integrated quadrature hybrids of the IQ mixer blocks. The 
improved loads have also eliminated the problem of a sharp 
degradation in sideband rejection performance with small 
changes in LO frequency. This was especially prevalent in 
SHIRM B. SHIRM A has achieved a sideband rejection >18.7 
dB at LO=174 GHz and SHIRM B has achieved a sideband 
rejection >16.1 dB at 168 GHz, both over a broad IF 
bandwidth of 2-14 GHz.  


Ongoing efforts to further improve performance are focused 
on implementing a new RF/DC ground point to minimize any 
asymmetry that may be introduced by the current grounding 
method employing conductive epoxy.  
 


 
Fig. 10: Phase imbalance introduced due to asymmetrical conductive epoxy 
joint.  


 
Fig. 11: Geometry of new RF/DC Ground Point using Beam-leads: side view 
(upper), plan view (lower). 
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Abstract—A new antipodal Vivaldi antenna array element
including a liquid crystal (LC) phase shifter for applications
within the frequency range of 65 - 110 GHz has been realized.
Measured differential phase shift, S-parameters and far field
pattern are presented. The integrated liquid crystal phase shifter
provides an individual phase adjustment by adapting the LC
permittivity with applied bias voltage directly at the finline.
A broadband antipodal Vivaldi antenna suits the finline phase
shifter design to form the array element. Therefore, the proposed
structure offers the potential to be utilized in a wideband array
configuration for electronic beam steering.


I. INTRODUCTION


Electronically scanned antenna arrays play a key role in
modern steerable antenna array systems, in order to avoid
moving parts or rotating mirrors, especially in space. Not only
wideband applications like imaging and non-invasive inspec-
tion, but also narrowband applications as scanning conveyor
belts, satellite communication and automotive radar can profit
from electronically scanned antennas. Therefore we are aiming
for a compact wideband reconfigurable antenna array with in-
tegrated liquid crystal (LC) finline phase shifters (Fig. 1). The
phase can be set for each individual array element by applying
a bias voltage that orients the LC molecules to a certain angle
to the RF field and thus changing the relative permittivity of
the medium. Basically any type of transmission line can be
applied for the input to form an array. According to this line
type a transition to finline needs to be designed. In this paper a
rectangular waveguide is chosen as input due to measurement
facilities. Besides the transition, the antenna as well as the
biasing network have to be designed to complete the array


Fig. 1. Block diagram of principle setup of an phased array applying a liquid
crystal phase shifter. Parts to design besides the finline phase shifter are the
transition to finline, the antenna and the biasing structure for LC orientation.


element. Due to its planar structure and the possibility to place
the array elements on the same substrate, a large number of
elements can be integrated to form a compact array. Although
the presented broadband array element covers frequencies
from 65 - 110 GHz (extended W-band), the principle is not
limited to this frequency band. Since the dissipation factor
tanδ of LC decreases with frequency [1], the presented antenna
configuration is suitable also for frequencies beyond 110 GHz.
To further address ongoing projects towards space applications
involving liquid crystal devices, LC has already successfully
passed first irradiation tests towards space qualification as
presented in [2].


II. LIQUID CRYSTALS FOR MICROWAVE AND
MILLIMETERWAVE APPLICATIONS


CNH11C5


n


Temp.


a)


b)


Solid Nematic Isotropic


Fig. 2. a) Molecular structure of the common liquid crystal K15 (5CB) and
b) its orientational order for the solid, nematic and isotropic phase dependent
on its temperature [4].


Liquid crystals (LC), which are well known through modern
display technology, are generally formed by one type of two
constituents, either rod-like and disk-like organic molecules
[3]. One example for an elongated rod-like LC is the com-
pound K15 (5CB), shown in Fig. 2 a [4]. The overall structure
has a length of a few nanometers with a permanent dipole
moment arising from the CN head. This material also offers
great opportunities in the microwave and millimeterwave range
and beyond due to its dielectric anisotropy. On the molecule
level, depending on the orientation of the RF field relative to
the molecule axis orientation, LC materials exhibit dielectric
anisotropic behaviour with an overall parallel and orthogonal







permittivity. On the material level, LC molecules offer a vari-
ety of phases dependent on the temperature Fig. 2 b. At high
temperature the molecules are in an isotropic phase whereas
at low temperature the molecules are in a crystalline solid
state. One of the essential states, where the molecules show
orientational order without positional order, namely nematic
phase, is occurring in between. In this state the material is
still liquid but with a preferred direction of the molecule axis.
This direction is defined as the director ~n in Fig. 2 b. Again
dependent on the orientation of the RF field relative to the
director ~n, LC provides electrically anisotropic behaviour with
an overall total continuous tunable permittivity. The orientation
of the LC molecules can be controlled by surface treatments
as well as by applying static electric or magnetic fields. With a
proper design of the electrodes for handling the static electric
field, a continuous adjustment of the effective permittivity for
the RF field is possible.


In recent years a tremendous effort has been made to
improve the properties of liquid crystals in the microwave and
millimeterwave range. The main focus lies on the tuning speed
as well as on increasing the anisotropy [3] of the compositions,
which is defined as


∆ε = εr,‖− εr,⊥. (1)


Not less important are the efforts towards the reduction
of the dielectric losses (tanδ ), utilization at low temperatures
and the improvement of the robustness against thermal stress
and cosmic radiation. A huge factor for success has been
the close cooperation between the group of Microwave En-
gineering/Institute of Microwave Engineering and Photonics
at Technische Universitaet Darmstadt and Merck KGaA as
the LC supplier. New mixtures but also well known compo-
sitions have been characterized in terms of permittivity and
dielectric losses during the optimization process. The resonant
cavity perturbation method [5], where LC-filled PTFE tubes
are inserted into rectangular waveguide resonators, and the
broadband coaxial line method [6], where the material under
test affects the electrical properties of a coaxial line, are two
developed systems in the microwave range. To characterize
LC in the THz range, time-domain THz spectroscopy can be
applied [7].


With the developed and characterized liquid crystal compo-
sitions various devices for a huge number of applications have
been realized in the field of liquid crystal based reconfigurable
antenna arrays. Some examples are reconfigurable reflect ar-
rays, inverted microstrip line (IMSL) phase shifters, loaded
line phase shifters, LTCC phase shifters and tunable filters as
summarized in [4].


In terms of space qualification, a number of LCs have suc-
cessfully passed first irradiation tests at the Forschungszentrum
Juelich [2]. One test scenario has aimed for investigations on
the reaction of the material under exposition to photons having
a high energy, equivalent to 15 years lifetime of space mission
in the low earth orbit. Measured parameters in this study have
been the capacitance and conductivity before and after the


irradiation. Certain LC mixtures showed only minor changes
of the measured parameters and thus proved their suitability.


III. FINLINE LIQUID CRYSTAL PHASE SHIFTER


Fig. 3. Layer structure model of LC phase shifter with micro pearl spacers
in brass block.


As a key component of the whole reconfigurable antenna
array the liquid crystal phase shifter has been designed and
optimized in CST Microwave Studio as the first step towards
the array. As line type an antipodal finline is chosen (Fig. 3).
Here almost the whole electrical field is situated inside the
liquid crystal which is filled in-between the two parts of the
finline. This results in a high tuning efficiency. The first results
of this phase shifter have already been published in [8] with
promising results. It has been designed with a finline overlap of
110 µm with 100 µm LC layer thickness between two 300 µm
thick quartz glasses (Fig. 3). To guarantee the desired distance
between the glasses, micro pearls are used as spacers. The
gold structures with a thickness of 500 nm are realized with
photolithographic processes, namely chrome/gold evaporation,
photo resist spin coating, UV exposure, gold plating and
gold/chrome etching. A DC tuning voltage between the fins
is applied to make use of the dielectric anisotropy of LC.
The commercially available LC BL111 from Merck KGaA
is taken for the design. This LC has good anisotropy of
∆ε = 0.49 (εr = 2.6 - 3.1) with dielectric losses of tanδ⊥ = 0.022.
Therefore the results can still be improved by applying a
high performance LC. To ensure a pre-orientation of the LC
molecules a polyimide film is spin coated and rubbed on top
of both structured glasses.


An evaluation of phase shifters can be fulfilled by the so-
called figure-of-merit (FoM) [2] which is defined by the ratio
of the differential phase shift ∆Φ and the insertion loss IL of
the phase shifter.


FoM =
∆Φ


IL
(2)


In [8] a FoM of 10 - 23°/dB from measurements of ∆Φ


and IL is presented. The phase shift itself is roughly 100°
for the designed finline section length of 10 mm. To be able
to adjust the individual phase shift of an array element the
length certainly has to be increased for the final array design
to ensure a minimum phase shift of 360°.


IV. VIVALDI ANTENNA ARRAY ELEMENT


Since the Vivaldi antenna suits the principle layer structure
of an antipodal finline (Fig. 3), it can be realized directly







on the same substrates as the finline phase shifter. To verify
the functionality of the array element, the finline section and
transition from rectangular waveguide can be taken from the
phase shifter design. A cross section of the final structure is
presented in Fig. 4 and will be further discussed in the next
chapter.


Fig. 4. Array element cross section with the antipodal finline as the
phase shifter section, the Vivaldi antenna and the transition from rectangular
waveguide.


In order to characterize the realized antenna array element,
two main measurement techniques are applied. S-parameter
measurements are done for comparing the individual reflec-
tions for each biasing voltage. Here also the differential phase
shift information can be extracted from measurements with a
two port vector network analyzer (VNA). On the other hand
far field measurements are fulfilled in an anechoic chamber to
compare the element’s far field with the simulation results.


A. Design and simulation


The final design of the array element is again done with
CST Microwave Studio. The Vivaldi antenna itself is designed
according to (3), which is derived from [9]. Here x and y form
the coordinate system shown in Fig. 4. l is the antenna length,
m the shaping coefficient, W the opening width at the antenna
end, and w f l the overlapping of the finline.


y =
h
l


xem(l−x) (3)


The height h in (3) is described in (4), representing the open-
ing width at the antenna end, also considering the overlapping
w f l of the finline.


h =
W +w f l


2
(4)


With the final dimensions of l = 6 mm, W = 3 mm and
m = 0.3, the antenna element simulations including the shield-
ing block revealed less than -12 dB of reflection losses for
the whole W-band with an antenna gain larger than 8 dB for
the relevant permittivity values. Simulations of the complete
structure (Fig. 4), including additionally the antipodal finline
phase shifter section, the transition and the rectangular waveg-
uide part, showed very promising results [8] with reflections
below -7 dB for assumed relative permittivity values from 2.6 -
3.1 of BL111.


Fig. 5. Left: parts of Vivaldi antenna on quartz glass and glued Vivaldi
antenna, right: Vivaldi antenna mounted in brass split block.


B. Realization


The same photolithographic processes as for the phase
shifter are applied to realize the array element on 300 µm
thick quartz glass. The final element halves are identical as
shown in Fig. 5 on the left side. They are assembled with
UV glue, mixed with micro pearls with a diameter of 100 µm.
The glue is placed next to the glass edges and therefore does
not affect the performance of the device’s functionality. In the
next step aluminum straps for biasing are glued to each of the
two element parts with silver epoxy glue. Then the relevant
LC mixture is filled into the structure making use of capillary
forces. The commercially available LC BL111 from Merck
KGaA is again taken for the design. Finally the glued antenna
is mounted inside a brass split block with a WR10 waveguide
flange on the backside.


Fig. 5 illustrates the realized array element prototype on
quartz glass (26x8.7 mm), including the Vivaldi antenna as
well as the attached finline section for phase shifting (10 mm)
and the transition to rectangular waveguide. The right picture
in Fig. 5 shows the mounted antenna inside the brass block.
Here the overlapping of the two glass pieces is visible.


In Fig. 6 the complete antenna block is shown including
the aluminum straps. In between the Vivaldi antenna parts the
glass appears a bit milky, which is due to the enclosed liquid
crystal. The rectangular waveguide flange on the back side of
the split block is connected to the waveguide extension of the
VNA.


Fig. 6. Realized array element with LC filled glass substrates and aluminum
straps for biasing, mounted in brass split block. The antenna block is mounted
to the waveguide extension of the VNA.







C. S-parameter measurements


For the S-parameter measurements a two port VNA with
waveguide extensions is used. Calibration is done for 65 -
110 GHz up to the waveguide flange of the brass split block
to zero cable and waveguide extension influences. First the re-
flection coefficient is measured without and with bias voltages
applied to the two aluminum straps (Fig. 6). The measured
reflection coefficient, presented in Fig. 7, is below -7.2 dB
for the entire band for zero bias and below -6.1 dB for bias
voltages from 2 to 25 V. It it obvious that the change of the
permittivity due to applied bias voltage is not significantly
affecting the reflection coefficient of the antenna. Therefore it
is shown, that the static electric field is not affecting the RF
field of the device, although the LC is even situated inside the
Vivaldi antenna itself.


Fig. 7. Measured reflection coefficient |S11| of the realized LC antenna
array element with zero bias in comparison to 2, 5, 10 and 25 V applied bias
voltage.


Fig. 8. Measured phase difference or differential phase shift of the Vivaldi
antenna array element for bias voltages from 1 - 25 V compared to 0 V
reference measurement.


Fig. 8 presents the measured phase difference or differential
phase shift of the array element. The phase for zero bias is
measured and taken as reference. The measurement results for
bias voltages of 1, 2, 3, 5, 10 and 25 V are shown in Fig. 8.
With 1 V the voltage is still too low to change to permittivity


significantly for the RF field. For 2 V a considerable phase
difference to 0 V is measured. For 25 V a minimum differential
phase shift of 40° is achieved for the whole extended W-band.
At 97 - 108 GHz the differential phase shift is above 100°.
The measurement shows that with liquid crystal a continuous
broadband tuning of the phase is possible. For frequency bands
of special interest the phase shifter can be further optimized.
For a final design of the array, the individual differential phase
shift needs to be increased by either applying LC with higher
anisotropy or/and by increasing the phase shifter length.


D. Far field measurements


Fig. 9. Far field measurement setup inside an anechoic chamber with BWO
source, Schottky detector and log-in amplifier.


Fig. 9 shows the environment of the fulfilled far field mea-
surements in W-band. The setup is placed inside an anechoic
chamber, where the Vivaldi antenna block is fixed on a rotary
table. The signal strength is measured with a Schottky diode
detector. As the signal source a W-band BWO is used. Due to
the low signal level at the position of the antenna, an additional
lock-in amplifier is implemented in the setup. Measurements
in H-plane as well as E-plane with and without liquid crystal
are carried out.


An exemplary measurement result of the antenna structure
at 100 GHz is shown in Fig. 10. The measurement has been
done from -90° to 90° to investigate the antennas forward
radiation. The antenna gain is normalized to the maximum


Fig. 10. Normalized antenna gain from far field measurements of forward
radiation in E-plane at 100 GHz with LC without biasing voltage.







value. The antenna element is filled with LC BL111 and the
measurement has been done without applied bias voltage. A
half power beam width (HPBW) of 20° and a side lobe level of
-5.5 dB are achieved in E-plane. In simulations, the side lobe
level at 100 GHz for the untuned LC (εr = 2.6) has been -7.6 dB
with an HPBW of 24.7°. The slight asymmetry in the pattern
is due to some misalignment in the measurement setup. This
typical effect can be observed if the antenna is slightly rotated
and shifted vertically, due to the large distance of roughly six
meters from the source to the Vivaldi antenna element in the
setup. For further measurements a position calibration needs
to be implemented to account for this error.


The sealing of the liquid crystal in-between the glass parts
has still to be investigated for further designs as well as the
array concept. For a first try UV glue is applied at the sides
of the glasses to seal the LC. No critical effects have been
noticed for the measurements. It is not affecting the far field
of the array element, but might add extra losses that could be
critical in case of sensitive detector designs.


V. VIVALDI ANTENNA ARRAY PREDICTIONS


The presented antenna structure offers the possibility for
implementation as an electronically steerable antenna array
by placing additional phase shifters and antennas on the same
substrates. Assuming an εr,⊥ of the LC of 2.6, simulations
showed a side lobe level below -10.5 dB, a gain of 16.7 dB
and a HPBW of 8.3° of the main lobe for a four element
array at 94 GHz. A ten element array configuration offers
an angular width of 3.4°. For beam steering the maximum
required differential phase shift is accomplished by the length
of the phase shifter itself and the required phase is controlled
through bias voltages at all antenna elements individually.
Steps of 25° phase difference result in a shift of the main
beam of 2.5° respectively. 100° phase shift yields a 10° tilt of
the main beam in reference to the main beam direction without
a phase shift. Coupling effects among the individual elements
have shown negligible influence according to simulations in
CST Microwave Studio.


VI. CONCLUSION


A new millimeterwave Vivaldi antenna array element is
presented. The individual phase adjustment is fulfilled with
a liquid crystal antipodal finline phase shifter. The change


in phase is achieved by influencing the orientation of the
LC molecule with applied bias voltage. Measurements of
the array element with the liquid crystal BL111 showed a
differential phase shift larger than 100° at 97 - 108 GHz with
25 V biasing voltage. The input reflections are below -6.1 dB
for the extended W-band for all tuning states of the LC.
In addition far field measurements showed a side lobe level
of -5.5 dB with a HPBW of 24.7°. In a further step the
antenna element is going to be implemented in a linear array
configuration for beam steering.
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Abstract-Instead of off-axis feeding or tilting reflector axis, we 
show an alternative way to manipulate the reflected emission by 
tuning coordinate transformation based dielectrics. Such a 
technique keeps the same flat profile of the reflector system 
without displacements between the feed and reflector, while 
processing the ability to steer the radiation beams. 


I. INTRODUCTION 


Transformation optics as a practical strategy to control 
lights has been intensively studied and widely adopted 
recently. It opened a fresh research direction that connects the 
geometrical optics and the gradient refractions of 
electromagnetic materials, thus has initiated the quest for 
cloaking as well as other electromagnetic applications [1-3]. 
However, one of the biggest hurdles of various 
transformation-based designs is a lack of practical realizations 
since constitutive parameters produced in transformations are 
often very complicated and can not be found from natural 
materials. Potential solution proposed recently by using a 
discrete coordinate transformation and proper approximations 
has led to all dielectric transformed devices rather than those 
based on metamaterials, which makes this technique much 
more attractive in practical applications [4-9]. 
This paper extends the above principle to the flat reflector 


design [10-15]. 20×5 dielectric blocks instead of 
metamaterials with simultaneously dispersive permittivity and 
permeability are employed to the flat reflector aperture. 
Besides the conventional off-axis feeding or tilting reflector 
axis, we investigate an alternative way to manipulate the 
reflected emission by tuning coordinate transformation 
baseded dielectrics. Such a technique keeps no change of the 
relative position of the flat reflector and its feeding, while 
processing the ability to steer the radiation beams. 
 


II. THEORY AND NUMERICAL RESULTS 


A. Flat reflector 
For simplicity, we only consider the two-dimensional 


coordinate transformation between the parabolic reflector and 
the flat reflector. The permittivity and permeability tensors in 
virtual space ( ε , µ ) and physical space ( 'ε , 'µ ) have the 
relation of ( )JJJ T det' εε = and ( )JJJ T det' µµ = , where 
J is the Jacobian transformation matrix between the local 
distorted and Cartesian coordinates [3]. It has been proven [4] 
that the effective refractive index for E-polarization incidence 


could be dependant only on the permittivity value as long as 
the grid is carefully generated into nearly orthogonal cells in 
the virtual space as shown in Fig. 1(a). The demonstration 
parabolic reflector [16] has an aperture λ10=D  and the focal 
length λ5=F . The designed working frequency is 15 GHz, 
with a wavelength of mm20=λ in free space. Fig. 1(b) 
illustrates the orthogonal grid of Cartesian cells with the 
permittivity map consisting of 92 � 16 blocks. So far, a 
conventional parabolic reflector in the virtual space has been 
completely compressed into the flat reflector in the physical 
space. A further step to approximate and simplify the 
transformation optics is based on a recent design approach 
used in an implementation of a simplified carpet cloak made 
of only a few blocks of all-dielectric isotropic materials [8]. 
When applied to the present work, the high resolution 
permittivity map shown in Fig 1(b) can thus be approximated 
using a relatively low resolution sampling map with 30�5 
sampled block in the transformed reflector, shown in Fig. 1(c). 


 


Fig. 1. Discrete Coordinate transformation for the parabolic reflector and the 
flat reflector design. (a) Conventional parabolic reflector set in the air with 
nearly orthogonal mapping. The purple line from -100 mm to 100 mm refers 
to the reflector made of PEC. (b) Flat reflector with the permittivity map 
consisting of 92×16 dielectric blocks. The curved reflector is replaced by a 
flat PEC sheet as shown by the purple line from -100 mm to 100 mm. (c) Flat 


reflector with the permittivity map consisting of 30�5 blocks. The five layers 
have heights of 6.5mm, 13mm, 13mm, 13mm and 6.5mm respectively in 
the y direction, and the 1st and 30th unit cells have the width of 5.24mm 
in x direction and the rest from 2nd unit cell to the 29th unit cell have a width of 
10.34mm.  
 
A full-wave finite-element simulation (Ansoft HFSS v12) is 


then performed to verify the proposed design. Fig. 2 shows the 







normalized E field distribution on the x-y plane with z = 0 in 
the conventional parabolic reflector and 30 � 5-block flat 
reflector. On the one hand, both reflectors have almost the 
same focusing point at the focal point as depicted in Fig. 2(a) 
and Fig. 2(b). On the other hand, in Fig. 2(c) and Fig. 2(d), 
nearly the same plane wave is generated by both devices when 
we feed them on the focal points. The E field is normalized by 
2.88 � 103 V/m and 3.58 � 103 V/m respectively for the 
parabolic reflector and the flat reflector with the same plane 
wave incidence, while the E field is normalized by 2.28�103 
V/m and 2.23�103 V/m respectively for the parabolic reflector 
and the flat reflector with the same waveguide excitation at the 
focal point. There is slightly difference between the refraction 
patterns of two reflectors, which mainly originates from 
neglecting the anisotropy derived from the discrete coordinate 
transformation. 


 


Fig. 2. The normalized E field distribution through the conventional parabolic 
reflector and 30×5-block flat reflector at 15 GHz. (a) Parabolic reflector and 
(b) Flat reflector have almost the same convergence at focal point when 
excited by a plane wave in ŷ direction. (c) Parabolic reflector and (d) Flat 
reflector generate nearly the same plane wave when a waveguide feeding 
( λλ 34.076.0 × ) is on the focal points. 
 
Further exploration has been carried out from the practical 


view concerning the bandwidth as well as the aperture size of 
the flat reflector [11]. We first replace of the epsilon less than 
one material by air to remove the dispersive property from 
those material in the realization. Second, we neglect the 
material blocks outside the original reflector aperture and keep 
the transformed reflector from -100 mm to 100 mm which is 
the same width as the original one. The radiation beams as 


shown in Fig. 3 between the 20�5-block reflector and the 
original parabolic one match each other very well. 
Furthermore, the present compact flat system processes the 
merits of non-dispersive, isotropic, and lossless material 
components, where no additional loss such as those from 
resonating elements in metamaterials is contributed to the 
structure, which makes it attractive in applications. 


 


Fig. 3. The Transformed flat reflector and its radiation performance. (a) Flat 
reflector with the permittivity map consisting of 20�� dielectric blocks. The 
five layers have heights of 6.5mm, 13mm, 13mm, 13mm and 6.5mm 
respectively, and the 1st and 20th unit cells have the width of 6.94mm and the 
rest from 2nd unit cell to the 19th unit cell have a width of 10.34mm.  
transformed flat reflector with the permittivity value from 1 to 2.541. (b) The 
radiation patterns of the parabolic reflector and the 20 � 5-block flat reflector  
 


B. Tunable beam 
Achieving highly directive beams from reflectors has been a 


subject intensively studied and widely adopted to various 
applications.  Meanwhile, a wide angular scanning with such 
sharp beams is growing a new interest of the explorations [17] 
which generally involve an operation by simply moving or 
tilting the feed as shown in Fig. 4(a) and Fig. 4(c). 
Alternatively, we can achieve the same beam control by 
moving or tilting the reflector inversely while maintaining the 
feed on the original focal point as shown in Fig 4(b) and Fig. 
4(d). Such schemes utilize the linear/angular displacements 
within the reflector system to achieve the desired 
electromagnetic beams, which reveals the essential links 
between the reflector geometry and the corresponding optical 
ray-trace. 
Transformation optics as a practical strategy provides a 


straightforward connection between the geometrical optics of 
lenses and the gradient refractions of electromagnetic 
materials. Besides the flat profile, the transformed reflector 
provides another significant advantage that it is composed of 
2��5 independent dielectric blocks, which essentially offers 
another route to manipulate the radiation performance of the 
reflector. In other words, the reflected emission can be 
controlled by the permittivity of each dielectric block 
throughout the aperture. In our case, the linear or the angular 







displacement between the feed and reflector thus can be 
represented by the variation of the permittivity of the 
dielectric blocks within the transformed reflector. 


 


Fig. 4. Scenarios to steer the beam of the parabolic reflector. (a) Moving the 
feed. (b) Moving the reflector. d refers to the displacement between the feed 
central axis and the reflector central axis. (a) and (b) have the same effects to 
control the beam, generally moving feed/reflector will form in a sharp beam 
on the other/same side of the displacement. (c) Tilting the feed. (d) Tilting the 
reflector. ϕ  refers to the rotating degree of the feed and reflector around the 
tilting center. The cyan dashed circle refers to the focal arc when the 
feed/reflector rotates. (c) and (d) have the same effects to control the beam, 
generally tilting feed/reflector will form in a sharp beam on the same/other 
side of the rotating direction. 
 
A full-wave finite-element simulation (Ansoft HFSS v12) is 


then performed to verify the proposed design. The far field 
performances of these reflectors are demonstrated in Fig. 3. 
As is observed, the reflectors have high directivity and the 
considerably matched radiation patterns as expected at the 
design frequency of 15 GHz. On the one hand, we can observe 
that the off-axis feeding will lead to a shift of the main beam 
for both of the original and transformed reflectors, and 
approximately every 5 mm displacement will result in 2.5 
degree shift for the demonstrate reflector. As a result, 10 mm 
off-axis feeding as well as the corresponding asymmetric flat 
reflector in Fig. 2(b) have a 5 degree scanning angle. On the 
other hand, tilting feed will have the reflector beam redirected, 
and approximately every 3 degree tilting will lead to 4 degree 
shifting of the reflected emission, in which 3 degree is from 
the rotation while another 1 degree is from the off-axis feeding, 
since the tilting center we chosen here is not the center of the 
reflector or the feed. As a result, the 9 degree feed tilting as 
well as the corresponding asymmetric flat reflector in Fig. 2(c) 
have a 12 degree scanning angle. There is a slight difference 
between the E-filed patterns, which is because we need to cut 
and extend the original reflector to do the transformation. 
However, the overall performance of the transformed flat 
reflector is considerably nice.  


 


Fig. 5. The quasi-orthogonal mapping of the reflector embeded in the air, and 
transformed 2��5-block flat reflector. (a) Asymmetric mesh regarding the 10 
mm shift of the reflector and the asymmetric transformed flat reflector with 
the permittivity value from 1 to 2.537. (c) Asymmetric mesh regarding the 9 
degree tilting of the reflector and the asymmetric transformed flat reflector 
with the permittivity value from 1 to 2.317. 
 


 


Fig. 6. The  radiation patterns of the parabolic reflector and the transformed 
2� � 5-block flat reflector. (a) Radiation characteristics of the parabolic 
reflector with the feed on the focal point, 10 mm off-axis displacement and 9 
degree tilting. (b) Radiation characteristics of the corresponding transformed 
flat reflectors. The main beams of the reflectors for the three scenarios are 
directed in 0o, 5o, 12o respectively. 
 







III. CONCLUSION 


These investigations validate our design methodology that the 
reflected emission can be control by only tuning the 
permittivity values of the dielectric blocks of the flat reflector. 
In this sense, such a technique will keep no change of flat 
profile of the reflector system, while processing the ability to 
steer the radiation beams. 
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Abstract-This paper presents a novel tuning mechanism for 
millimeter-wave BPF based on the deflection of the BCB 
membrane. A 3-pole parallel-coupled microstrip filter was first 
fabricated and measured on a 30 µm-thick BCB polymer 
substrate and then it was packaged by BCB cap transfer 
technique. Actuation voltage is applied to capacitive actuators at 
both sides of the packaged planar filter. The implemented filter 
shows a 3 dB bandwidth of approximately 8 GHz, a passband 
insertion loss of 3.7 dB at center frequency of 65.5 GHz while its 
return loss is better than 10.8 dB at the whole passband. Also, the 
tuning range of the capped tuning filter was measured to be 750 
MHz from 64.50 GHz to 63.75 GHz. instructions give you basic 
guidelines for preparing papers for conference proceedings.  


I. INTRODUCTION 


For millimeter wave circuits, MEMS technology attracts 
much attention due to its merits as enabling technology by 
emerging novel circuits such as transmission lines with low 
loss and low dispersion, radio frequency (RF) filter, voltage 
controlled oscillator and phase shifters [1-3]. Although the 
mature micromachining technology makes it possible to 
implement microwave and millimeter-wave filters on dielectic 
membrane suitable to on-chip integration, it doesn’t provide 
the solution of tuning components enough to be applicable to 
modern multi-band communication system. MEMS varactor is 
common to give a tuning capability to filter, but there still 
exist some barriers due to the reliability of MEMS and its 
packaging issues [4-6]. As an alternative way to realize a 
tunable filter at millimeter-wave frequency, dielectric 
actuation method is proposed because it changes the 
electromagnetic field distribution of filter resulting in its 
center frequency change. BCB dielectric cap will be placed 
above the filter like a package cap and it will be actuated by 
electrostatic force changing the air-gap between BCB cap and 
the filter element. Concerning the BCB polymer, it is chosen 
due to its excellent electrical and mechanical material 
properties; low dielectric constant, low tangent loss, and 
Young’s modulus enough to form polymer cap. The BCB cap 
is transferred to the filter device by our wafer-level BCB thin-
film cap transfer technique [7].       


In this paper, 60 GHz-band tunable parallel-coupled BPF is 
presented using BCB cap actuation. In section II, the concept 
of the tunable filter is first described and then the parallel-
coupled BPF design method will be presented with analytical 
calculation and electromagnetic simulation. In addition, the 
tunable characteristic will be also investigated as a function of 


air gap height between BCB cap and filter. The fabrication 
process for the designed filter will be explained in section III. 
In section IV, characterization and discussion will be 
presented. 
 
 


BCB cap


Upper electrode


Lower electrodeFilter


BCB substrate


Si


Ground


BCB cap


Upper electrode


Lower electrodeFilter


BCB substrate


Si


Ground


 
Figure 1. Concept of the proposed tunable bandpass filter  


 


II. TUNABLE FILTER CONCEPT AND DESIGN  


The concept of the proposed tunable bandpass filter (BPF) 
on BCB polymer covered with BCB polymer cap is shown in 
Fig. 1. The BCB cap has two functionalities of a package and 
an actuator for filter tuning. Electrostatic force applied to gold 
electrode on BCB cap moves it downward and hence the 
center frequency of the filter will be changed. Parallel-coupled, 
half-wavelength resonator filter shown in Fig. 2 was first 
designed following standard design procedure in Reference 
[8]. The 3-pole, 5 % bandwidth and 0.1 dB ripple at a 
midband f0 = 60 GHz were used to find g value for a low pass 
prototype. Firstly, even and odd mode impedances between 
the two resonators were analytically calculated as listed in 
Table 1 (a). Half of them are given due to the symmetry of this 
kind of filter. The next step is to find the actual dimensions of 
the coupled resonators corresponding to the desired even- and 
odd-mode impedance. The filter is implemented on BCB 
substrate with dielectric constant of 3 and thickness of 30 µm. 
Using design equations of the coupled resonators given in 
Chapter 4 of [8], the width and spacing for each pair of the 
resonator are found as Table 1 (b). Starting with these physical 
dimensions, electromagnetic simulation was performed to 
examine and optimize the frequency response of the filter. 
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Figure 2. Parallel-coupled bandpass filter 


 


TABLE I 
DESIGN PARAMETERS OF THE MICROSTRIP FILTER 


(a) Even- and odd-mode impedance  
of coupled microstrip lines 


j (Zoe)j,j+1 (Zoo)j,j+1


0 67.6 40 
1 53.9 46.7 
(b) Coupled microstrip dimensions of the filter 
j Wj (µm) Sj (µm) 


1 and 4 70 10 
2 and 3 80 60 


 
Repeating the EM simulations by tuning the significant 


parameters manually, the performance of the BPF was 
optimized referring to the center frequency and insertion loss 
and return loss at passband. The microstrip width was found 
85 µm to have 50 ohms impedance for 30 µm BCB substrate 
when permittivity and tangent loss of BCB are 2.9 and 0.008 
respectively. The optimized dimensions are S1=S4=10 µm, 
S2=S3=25 µm, W1=W4=70 µm, W2=W3=80 µm. In addition, 
tuning characteristic is also investigated using electromagnetic 
simulation as a function of air-gap height when 15 µm-thick 
BCB membrane is used. It shows maximum tuning range of 1 
GHz from 15 µm to 5 µm air-gap height change as shown in 
Fig. 3. It is assumed that BCB membrane has no deformation. 
Also, the behaviour of BCB membrane is investigated as a 
function of actuation voltage. The dimension of DC electrode 
is 2760 µm (L) x 900 µm (W). The capacitive electrostatic 
actuator is modelled along with BCB cap structure using 
ANSYS simulator. The relationship between BCB cap 
deflection and DC actuation voltage is shown in Fig. 4. Center 
deflection of 9.5 µm is accomplished at 90 V. 
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Figure 3. Filter tuning characteristic  
as a function of air-gap height 
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III. FILTER FABRICATION  


The fabrication process is depicted in Fig. 5. The process 
consists of two parts; parallel-coupled BPF on 30 µm-thick 
BCB substrate and BCB cap transfer to the implemented BPF 
using BCB thermo-compressive bonding.  
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Figure 5. Process flow of the proposed tunable BPF 


 
 


The process flow is described as follows; (a) Ti (100 nm)/ Au 
(400 nm) seed layers are deposited on Si substrate and then 
electroplating with AZ9260 mold is performed for bottom 
ground plane. (b) BCB patterning process is done to have the 
designed thickness for microstrip implementation. (c) 
Electroplating process of step (a) was repeated for the 
resonators on BCB substrate. Via metallization to the ground 
was performed simultaneously to have coplanar probe access 
for RF characterization. (d) BCB caps on Si carrier wafer are 
transferred to the filter wafer by wafer-to-wafer BCB bonding. 
Detailed process of BCB cap formation and its transfer 
technique were explained at Ref [7]. (e) Si carrier wafer was 
released using mechanical separation assisted by anti-adhesion 
layer [7]. 
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(b) Fabricated BCB capped filter 


Fig. 6 Fabrication results 
 


The designed half-wavelength resonators are successfully 
implemented on BCB substrate as shown in Fig. 6 (a). The 
fabricated filter is BCB-capped as shown in Fig. 6 (b).  
 


IV. FILTER CHARACTERIZATIONS  


The manufactured BPF on BCB substrate without BCB cap 
is first characterized by HP8510C and probe system. The 
measured filter characteristic is shown in Fig. 7. The insertion 
loss is 3.7 dB at the center frequency of 65.5 GHz while the 
return loss is better than 10.8 dB including probe-to-probe loss 
at the whole passband. Also, it shows 3 dB bandwidth of 
approximately 8 GHz. The simulation result comes from ADS 
modelling with the same material parameters as those in the 
design section. 
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Figure 7. Measurement and simulation of the filter 







The BCB capped filter is then measured to find its tuning 
characteristic. Fig. 8 shows the measured results. The 
achieved tuning range was 750 MHz from 64.50 GHz (cap up 
state) and 63.75 GHz (cap down state) and the associated 
insertion losses are 3.49 dB and 3.52 dB while the return 
losses are better than 11 dB. The center frequency of the 
capped filter is reduced from that of the filter without the cap 
because the cap increases the effective dielectric constant. In 
addition, the change of dielectric constant from the two states 
of the cap is estimated to be 0.08 through the ADS simulation. 
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Figure 8. Measured tuning characteristic of the filter 
 


V. CONCLUSION 


For a tunable filter at millimeter-wave frequency, new 
dielectric cap actuation method is proposed as an alternative 
way of current MEMS varactor ones. Because the dielectric 
cap actuation changes the effective dielectric constant of the 
resonator of the filter, it can be used for filter tuning. To realize 
it, BCB polymer cap was bonded to the filter like a package 
cap and then metallization was performed on it to complete 
capacitive actuator for electrostatic actuation. Electrical model 
using HP ADS was obtained to optimize the filter performance 
comparing the measurement and the simulation. Also, the 
actual material properties of the BCB polymer were found 
through the extraction method of the S-parameter measurement 
of 50 ohm microstrip line at millimetre frequencies. The 
implemented tuning filter showed competent performance in 
terms of insertion loss, return loss, 3 dB bandwidth, and tuning 
range. Therefore, the proposed tunable filter can be a good 
candidate for wireless communication systems. 


 


ACKNOWLEDGMENT 


The authors wish to acknowledge the technical staffs of IEMN. 
This work was supported by European funding FEDER (Fonds 
Europeen de DEveloppement Regional). 


 








Low Loss and tunable Superconducting Terahertz 
Metamaterial 


 
B. B. Jin, J. B. Wu, C. H. Zhang, H. Dai, Z. M. Ji  J. Chen and P. H. Wu 


Research Institute of Superconductor Electronics (RISE), School of Electronic Science and Engineering, 
Nanjing University 


Nanjing 210093, China 
 
 


Abstract-Superconducting terahertz (THz) metamaterial 
(MM) made from niobium (Nb) and niobium nitride (NbN) have 
been investigated using THz spectroscopies. The quality factor of 
the resonance modes can be remarkably increased when the 
working temperature is below the superconducting transition 
temperature, indicating that the use of superconducting material 
is a possible way to achieve low loss performance of THz MM. In 
addition, the tuning of superconducting THz MM by a magnetic 
field, and the temperature are also demonstrated.   


I. INTRODUCTION 


Metamaterial MM is an arrangement of artificial 
structure elements to achieve advantageous and unusual 
electromagnetic properties, which cannot be realized with 
nature material[1]. These properties make it possible to 
manipulate the propagation of electromagnetic waves, giving 
rising to a variety of applications such as planar superlens and 
invisible cloaks at microwave band as well as functional 
devices at terahertz (THz) [2-6].  


Metallic resonant structures on dielectric substrates are 
commonly used in MMs [7]. As such kind of structure is used 
in THz, Two disadvantages appear in realizing the unusual 
electromagnetic properties mentioned above. The first one is 
the large loss. Such structure has a relative low loss at 
microwaves, and allows us to demonstrate experimentally the 
extraordinary properties of the MMs. However, as the 
frequency gets to THz regime, the ohmic losses become 
prominent and the desired functions may not be implemented 
by using the current MM designs. The second one is tuning 
ability. The stability of metals makes it almost hard for the 
resonance tuning. The tunable metamaterials should be with 
active devices. In microwave, many commercial active 
microwave devices can be used. However, it is difficult in 
THz. So, an important task is to solve these two problems.  


Recently, metallic THz MM operating at cryogenic 
temperature and superconducting THz MM based on yttrium-
barium-copper oxide (YBCO) film are proposed for this 
purpose [8, 9]. In the former case, simulations show that the 
quality  factor  of  the  MM can be  increased  by  40% when the  
normal metal is kept at 1 K. In the latter case, i.e. 
superconducting THz MM made from YBCO film, although 
experimentally the loss does decrease as the temperature 
decreases, the surface resistance Rs of YBCO film at 0.1 THz 
and 77 K is comparable to that of the normal metal, implying 
that  YBCO  film  may  not  be  a  very  good  candidate  for  
superconducting THz MMs [10].  


Here, THz MM made from superconducting Nb and NbN 
films were studied. We successfully demonstrate 
experimentally  that  the  quality  factor  of  the  MM  can  be  
increased  when  the  Nb  and  NbN  film  is  in  the  
superconducting state. Especially, for NbN THz MM, the 
quality factor is higher than that of the normal metal by at 
least  one  order.  Besides,  the  tuning of  superconducting  MMs 
by a magnetic field is realized at THz in this paper, while in 
earlier days this tuning possibility was demonstrated only at 
microwave frequencies [11-12]. The frequency can also be 
tuned by ambient temperature for MM made from NbN films. 
Thus we have provided another method to control THz wave 
propagation apart from the existing electric and optical 
methods [4,13].  


 


II. EXPERIMENTAL RESULTS 


Two  kinds  of  sample  were  studied.  The  first  one  is  a  
square array of double-split-ring-resonators (double SRR) as 
shown in Fig. 1 [7, 15]. In fact a double-split-ring-resonator 
consists of two concentric split rings, the outer one and the 
inner one. The outer one measures 120 m  120 m, while 
the inner one 80 m  80 m. The widths of the both rings, 
the spacing between them, and the splits on them are all 10 


m. In the array the distances between neighboring double-
split-ring-resonators are 20 m, making each cell of the sizes 
140 m 140 m.  The  transmission  property of  this  MM is  


Fig.1 The microscopic image of the sample array 


simulated by the commercially available code. In the 
simulation, the superconducting thin film is assumed to be a 
normal  metal  with  a  conductivity  of  5 107 S/m.  The  wave  
propagates perpendicular to the plane of SRR, with the ac 
electric field parallel to the gap. Three resonance dips below 
0.5 THz are obtained at 0.13 THz, 0.24 THz and 0.41 THz, 
respectively.  







We measured the transmission properties using 
continuous-wave THz spectroscopy, and the necessary DC 
magnetic field, Hdc, can be provided by a superconducting 
split-coil magnet [16].  At 6 K and 0.13 THz, the unloaded 
quality  factor  is  86.5,  in  contrast,  at  26  K,  i.e.,  in  the  normal  
state, this value becomes 6.2, which is at least one order lower 
than the one at 6 K. This result demonstrates that low loss can 
be achieved as the Nb film is in the superconducting state. The 
physical reason is clear because superconducting Nb film has 
lower surface resistance than that in the normal state. In 
addition to the low loss properties, DC magnetic field tuning 
of superconducting MM can be implemented. As the magnetic 
field increases from 0 to 0.7 Tesla, the resonance frequency 
around 0.13 THz decreases with the increasing field. The total 
change is about 3 GHz. The reason is that penetration depth is 
field dependent [17]. It increases with the applied DC 
magnetic field, leading to the increase of the kinetic 
inductance.  


 
We also demonstrate another kind of THz metamaterial 


made  from  NbN  film,  as  shown  in  Fig.2  [18].  The  films  
typically have a 15.8 K critical temperature (Tc) and are 
deposited on a 500 m-thick MgO substrate (<100> 
orientation) using RF magnetron sputtering. Photolithograph 
and reactive ion etching are applied to pattern the film surface 
into periodical electric-LC (ELC) resonator structure. At 8 K, 
the resonance frequency is about 0.6 THz. We measured very 
high unloaded quality factor above 150, about 2 times as much 
as the value from Nb THz MM. In addition, close to Tc, there 
is a large blueshift for resonance frequency. We also measure 
the transmission spectra at different temperature up to 20 K in 
the normal state.  


Fig.2 The schematic diagram of  ELC unit cell. 


The previous far-infrared measurements demonstrate the 
electrodynamics of the ultra-thin NbN film can be described in 
the framework of the BCS theory. Hence, we can calculate the 
conductivity ) of the NbN thin films from impurity 
scattering in the Born limit [19]. With this calculation, we can 
simulate the THz spectra. A good agreement can be obtained 
between the theory and the experiments.  
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Abstract-The concept of electrically thin electromagnetic 
absorbers intended for applications in spectrally selective 
unclooled bolometric detectors and imaging systems operated in 
the range of submillimeter waves is discussed. The absorbers 
utilize a high impedance surface configuration and are 
implemented on basis of low-loss polymeric substrates and high 
conductivity metallization. A theoretical analysis is supplemented 
with experimental investigations of the high-performance ultra-
thin absorbers with the wavelength-to-thickness ratio ~ 40-100 
realized for the frequency band 200-400 GHz. 


I. INTRODUCTION 


The rapid development of research in the range of 
submillimeter or terahertz waves of the electromagnetic 
spectrum demands adequate 2D matrix receivers for radiation 
detection, which are desired to be inexpensive, uncooled, easy-
to-use, fast-response, sensitive, high-resolved, large-formatted, 
and capable of operating in real time. By now, implementation 
of THz matrix receivers maximally satisfied the 
aforementioned conditions faces serious instrumental 
restrictions arisen from specificity of the conventional 
approaches [1, 2]. The key drawback of commonly used THz 
sensors based on semiconductor and superconductor structures 
is connected with high complexity of their on-chip micro/nano-
element integration & micro/nano-machining fabrication, 
unsuitable for large-format array mass production, or with the 
necessity of cryogenic environment. Similarly, the attempts for 
direct adaptation of modern room-temperature IR bolometric 
and pyroelectric array cameras, as well as fluorescence-
quenching-based thermal image plates to THz imaging 
typically reveal either the problems of faint susceptibility or 
dimension restrictions for the radiation sensitive area, poorly 
applicable for handling radiation beams with diameters above 
20 mm. Due to the aforementioned limitations, the high-quality 
THz imaging is typically realized via a time-consuming 
procedure of 2D raster scanning in a scheme with single 
detector measurements. 


One of the prospective approaches to the real-time THz 
imaging is the uncooled bolometric detector based on a 2D 
array of micro-Golay (optoacoustic) cells and optical readout 
system, which was recently proposed by our group and realized 
in the far infrared region [3, 4]. The alternative scheme for 
bolometric detection of THz radiation can be built using the 
principle of terahertz-to-IR conversion [5]. Both the micro-
Golay cell array detector and the THz-to-IR converter are 
estimated to be flexible to the choice of the operating 


wavelength and have no principle constraint on the array’s 
overall dimensions. It is essential that adaptation of these 
detectors to the submm-wave band became feasible due to 
elaboration of the concept of electrically thin electromagnetic 
absorbers with a close to unity absorptivity within a desired 
frequency range [6-8]. Such absorbers are considered as a kind 
of metamaterial structures and can be effectively designed by 
using a concept of high-impedance (HISs) or artificial 
impedance surfaces (AISs) [6, 9]. Unlike the classical 
Salisbury, Jaumann, or Dallenbach electromagnetic absorbers 
based on unfavorably thick quarter-wave absorbing layers [10], 
the AIS-absorbers are capable of attaining the excess of at least 
several tens for the free-space wavelength λ ratio to the 
absorber thickness d. The condition λ / d >> 1 is essential for 
decreasing the absorber’s heat capacity that allows achieving 
high sensitivity and low response time of the bolometric 
detector. It is noteworthy that the increase of the λ / d ratio 
inevitably leads to decreasing the absorption bandwidth, 
making AIS-absorbers ideally suitable for bolometric detectors 
with a high spectral resolution. 


In this communication we present the results of the work on 
developing spectrally selective ultra-thin AIS-based absorbers 
designed for bolometric applications at frequencies 
~ 200-400 GHz. The absorbers are implemented on basis of 
low-loss bulk materials, such as polypropylene dielectric films 
and high-conductivity aluminum metallization, that 
distinguishes them from any types of absorbers realized before. 
The paper is organized as follows: we start with illustrating the 
concepts of the micro-Golay cell array and the THz-to-IR 
converter with intergraded AIS-based absorbing layers. The 
theory basics for ultra-thin AIS-absorbers are presented 
afterwards and their fundamental features, analyzed via 
appealing an equivalent circuit model and 3D full-wave 
electromagnetic simulations, are discussed. In the rest of the 
paper we present the development results for narrow-band 
polarization-sensitive AIS-based absorbers with the λ / d 
ratio ~ 40-100, which high performance is demonstrated in 
“THz-to-IR conversion” experiments on imaging submm-wave 
beams from a backward wave oscillator of the milliwatt output 
radiation power level. 


II. CONCEPTS OF  UNCOOLED BOLOMETRIC DETECTORS 


We develop two concepts of the uncooled bolometric 
detectors operated at room temperature and applicable to large-
format multi-spectral THz imaging: the micro-Golay cell array 







and the THz-to-IR converter. The detector schemes and 
operation principles are described below. 


A. Micro-Golay Cell Array 
In single-detector implementation, a Golay cell (GC) or 


optoacoustic cell is a well-known sort of radiation detectors 
exhibiting the highest sensitivity under room temperature 
operation [1, 2]. The GC is represented by an enclosed 
pneumatic gas chamber (Fig. 1 a), which front surface acts as 
an absorber for incoming radiation, while its opposite face is 
made as a flexible membrane with a mirror coating. The 
incoming radiation heats up the absorber, which transfers 
energy to the gas and induces its thermal expansion. The 
resulting pressure boost deforms the flexible membrane, 
leading to deflection of the optical beam from a light emitting 
diode that is further registered by a photodetector. 


 


 
 


Figure 1. a) Operation principle of the Golay cell detector. 
b) Illustration of the differential optical method for reading out the membrane 


deformation in the matrix structure of micro-Golay cells. 
 


 
 
Figure 2. Schematic of the optical readout system for the micro-Golay cell 
array. The key element is the Savart plate, which splits the light radiation beam 
onto two co-directional orthogonally polarized but transversely 
shifted light beams. Reflected from the MGCA’s membrane surface and passed 
through the quarter-wave-plate, these coherent beams become co-polarized and 
form the interference image in the focal plane of the CMOS camera. 
 


The modern commercially available GCs demonstrate 
extremely broadband and almost flat spectral sensitivity 
ranging from the near infrared to millimeter waves. Along with 
high sensitivity values, this is realized due to a “black body 


absorptivity” scheme, when the incoming radiation is captured 
inside a sphere with high reflectivity walls and is eventually 
absorbed by an absorbing film placed inside the sphere. Such a 
scheme with multi-pass absorption inevitably leads to 
increasing the linear dimensions of the GC detector (typically 
up to 50-100 mm) that makes it inapplicable to realization of 
imaging array structures. In [3, 4] we avoided employing the 
reflecting spheres and implemented for the first time the large-
format micro-Golay cell array (MGCA), which was designed 
for imaging applications at the long-wavelength infrared region 
(λ=8-14 µm). The developed MGCA is a planar structure, 
which was fabricated using lithographic techniques and 
included 200×200 operating cells with typical cell dimensions 
∅100×50 µm. 


It is noteworthy that our fabrication technology is flexible 
for rescaling MGCA to the terahertz band. It is also important 
that the real-time imaging with a large-format MGCA became 
feasible due to invention of an original differential optical 
method used for simultaneous detection of membrane 
deformation in all cells of the MGCA [11]. This method is 
based on registering the interference pattern between two 
coherent linearly polarized light beams propagating co-
directionally but transversely shifted at the distance of a half-
diameter of the optoacoustic cell (Fig. 1 b). The differential 
interference image appeared due to membrane deformation is 
resulted from the phase incursion for partial rays reflected from 
the movable central parts of the membranes. The proposed 
method enables to separate the detection & readout subsystems 
and to realize an effective scheme with registering the 
interference image by a conventional CMOS camera (Fig. 2). 
This approach removes fundamental limitations on the 
operating wavelength and the overall dimensions of the MGCA 
detector, as compared to other types of matrix THz sensors.  


 


 
 
Figure 3. Concept of MGCA for three-spectral (“RGB-like”) imaging at 
submm waves: a) triplet of elementary “pixels”; b) matrix structure of “pixels”. 
Spectral discrimination is realized due to employment of the AIS-absorbers 
with spectrally shifted absorption bands (distinguished by colors).  


 
Unlike the conventional single-detector GCs, the specifics of 


the proposed MGCA is in single-pass illumination of the 
micro-cell absorbers by incoming radiation. For the FIR 
MGCA we used SiO2 layers as radiation absorbers, which 
single-pass absorptivity was limited by the value of several 
percent. By attracting the AIS concept to the absorber’s design, 
close to 100% resonant absorptivity can be easily attained 







under single-pass illumination condition, favorably combined 
with the “λ / d >> 1”-criterion. Fig. 3 illustrates an artistic view 
for a three-spectral (“RGB-like”) MGCA, which matrix 
structure is formed by the triplets of optoacoustic cells with 
spectrally discriminated AIS-absorbers. Implementation of 
such a MGCA for the submm-wave band is in progress. 


B. THz-to-IR Converter 
The structure of the THz-to-IR converter and the proposed 


THz imaging system are shown in Fig. 4 and Fig. 5. The 
converter is represented by a multi-layer thin film structure, 
which includes an ultra-thin AIS used as the high-performance 
THz absorber and a thin layer with a perfect emissivity factor 
for IR radiation. Close to unity resonant absorption of the THz 
waves induces the converter heating that yields enhancement 
of IR emission from the emissive layer. The IR emission is 
detected by a commercial IR camera. In comparison with a 
micro-Golay cell array, a THz-to-IR converter is estimated to 
have the lower sensitivity to THz radiation but is much simpler 
in realization. Our experiments show that the proposed 
converter ideally suits for imaging submm-wave beams from 
backward wave oscillators with a milliwatt output radiation 
power level (see Section IV). 


Similar to the MGCA absorbers, the converter’s AIS is 
implemented as a three-layered structure and consists of a 
caring dielectric substrate (polypropylene, PP), a 
micropatterned  subwavelength frequency selective surface 
(FSS) directed towards incident THz radiation, and a solid 
metallized layer (“GL”) deposited on the opposite side of the 
PP substrate. By partitioning the converter surface onto 
sections, which differ in FSS geometries, the multi-spectral 
matrix structure can be realized. 


 
FSS PP EL


AIS


“GL”


THz IR


 
  


Figure 4. Structure of THz-to-IR converter. The frequency selective surface 
(FSS), polypropylene film (PP) and “ground” layer (“GL”) form the artificial 


impedance surface (AIS), EL is an IR emissive layer. 
 


 
Figure 5. Scheme of THz imaging system based on THz-to-IR converter and 


IR bolometric camera. A backward wave oscillator (BWO) is shown as a THz 
source. The lens in front of the converter is optional. 


III. THEORY BASICS FOR ULTRA-THIN ABSORBERS 


The ideology of high-performance electromagnetic absorbers 
exhibiting a considerable excess of the operating free-space 
wavelength λ over the absorber thickness d is built on 
manipulating a spatial distribution of the electromagnetic filed 
and can be effectively formulated in terms of high-impedance 
or artificial impedance surfaces [6, 9]. 


When illuminated by a plane electromagnetic wave, the 
surface impedance Z, defined as the ratio of the tangential 
components of electric E and magnetic H fields upon the 
surface, specifies the amplitude reflectivity coefficient ρ 
according to the following formula:  
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Here, Z0 is the impedance of space, which borders on the 
surface and wherein the incident wave propagates (Z0 ≅377 Ω 
for the case of free space). For the low-impedance surfaces 
(|Z |<< Z0), such as normal metals, ρ ≅–1 (|Arg(ρ)|≅π) due to 
vanishing the tangent component of the total electric field upon 
the surface, where the magnetic field doubles (Fig. 6 а). In this 
case the electric field antinode is formed at the quarter-
wavelength distance from the surface, so the effective wave 
absorption can be achieved by introducing a lossy material into 
the field antinode, as it is realized in conventional absorbers of 
a “Salisbury screen” type. In general, such absorbers are 
estimated to be poorly attractive for bolometric applications 
since: a) realized on basis of quarter-wavelength solid 
substrates, they are seen as unfavorably “thick”; b) 
implemented with thin resistive sheets suspended at the λ/4-
distance from the low-impedance surface, the absorber 
fabrication technology becomes too complicated and poorly 
compatible with MGCA and THz-to-IR converter concepts. 


  
 
Figure 6. Simulated field distribution for marginal cases of impedance surfaces 
under plane wave illumination: a) Z=0 (perfect electric conductor); b) Z=∞ 
(perfect magnetic conductor).  Schematic (c) and simplest equivalent circuit 
model (d) for AIS absorber utilizing high-impedance surface configuration. 







By substituting the low-impedance surface for the high-
impedance one (|Z |>> Z0), which yields the amplitude 
reflectivity ρ ≅+1 and reflection phase Arg(ρ)≅0, the electric 
field antinode can be shifted from the λ/4-distance outside the 
surface directly onto it (Fig. 6 b). It makes the high-impedance 
surfaces (HISs) ideally applicable to bolometers. 


In a conventional design, the electrically thin HIS is realized 
as a subwavelength single-layer FSS of a capacitive kind 
placed over a thin “grounded” dielectric slab (Fig. 6 c). Under 
condition d / λ << 1, the impedance of the slab Zd is purely 
inductive and proportional to its thickness d:  
Zd ≅ jωLd ≅ j ω Z0 µ d / c, where ω is the radiation circular 
frequency, µ is the slab’s relative permittivity (µ ≈ 1 at THz), 
and c is the light speed. If the inductive component of the FSS 
impedance ZFSS is negligible in comparison with its capacitive 
part 1/ jωCFSS and dielectric or ohmic losses are absent (R=0), 
the HIS impedance is the impedance of the resonant circuit 
formed by connected in parallel Ld and CFSS elements (Fig. 6 d):   


)1/( 2
FSSdd CLLjZ ω−ω= . 


Evidently, Z→∞ at the HIS resonant frequency ωHIS=(Ld
 CFSS)-1/2 


corresponding to maximization of the surface electric field 
under d / λ << 1 condition. The relative bandwidth ∆ωHIS /ωHIS 
of the HIS resonance, typically derived from the criterion 
|Arg[ρ(ωHIS ± ½∆ω HIS)]|=π/2 is evaluated as  
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that elucidates inevitability of the narrow-band operation when 
minimization of the structure’s thickness is desired. 


The ultra-thin absorber regime directly follows from the HIS 
regime when the dielectric or ohmic losses are properly 
incorporated into the dielectric slab or FSS metallization. This 
corresponds to introducing an effective resistor R connected in 
series to the lumped FSS capacitance CFSS (Fig. 6 d). In the 
strict sense, the regime of perfect absorption differs from the 
HIS regime (|Z |>> Z0) as it requires fulfilling the conditions  


Re( Z )=Z0, Im( Z )=0.     (1) 
Due to this reason, the HIS-based absorbers are referred herein 
to as the artificial impedance surfaces (AISs) which satisfy the 
relations (1) at the AIS resonance. 


By applying (1) to the equivalent circuit from Fig. 6 d, we 
can find that the optimal slab inductance Ld (and therefore the 
slab thickness d) resulting in total absorption is directly 
proportional to the resistance R:  


RZCL FSSd 0= . 


In case when R<<Z0, the absorption resonance is positioned at 
the frequency ωabs ≅ (Ld


 CFSS)-1/2 ≅(Z0 R )-1/2/CFSS having the 
relative bandwidth at half maximum 
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The relations (2), (3) clearly show that to minimize the 
thickness of the AIS-absorber, as well as to enhance its spectral 


selectivity, the dissipative parameter R should be minimized. It 
necessitates application of low-loss bulk materials in the 
absorber’s configuration. Due to this reason, in this work we 
intentionally employed a polypropylene film as a caring 
dielectric substrate (n ≈ 1.5, tanδ≤10-3) and high-conductivity 
metallization (σ ≈ 2⋅107 S/m) utilized in the FSS and “ground” 
layers. Our analysis also shows that for all the investigated PP-
based AIS the energy dissipation occurs mainly in the 
metallized FSS layer, unlike the results of other research 
groups reported on absorption predominance in the dielectric 
substrate [6-8]. 


Figs. 7 a-f illustrate phenomenology of ultra-thin AIS-
absorbers by the example of AIS with a patch array FSS 
studied via a 3D full-wave electromagnetic analysis in the 
Ansoft HFSS™ software. The 2D patch array was chosen to 
 


 
Figure 7. Simulated characteristics of submm-wave AIS-absorbers with a patch 
array FSS at optimized slab thickness: a, b) spectral behavior of reflection and 
absorption coefficients at different values of electrical conductivity of patches; 
c, d, f) wavelength-to-thickness ratio, absorptivity Q-factor and FSS 
subwavelengthness as the functions of conductivity; e) Q-factor versus 
wavelength-to-thickness ratio. f) Improvement of FSS subwavelengthness and 
AIS spectral selectivity via topology modification: “patch→ ring”. 







have a square symmetry at the lattice constant g=300 µm and 
inter-patch separation 30 µm. Figs. 7 c, d show that the 
absorber’s wavelength-to-thickness ratio λ / d and the Q-factor 
ωabs/∆ωabs are proportional approximately to the forth root of 
the electric conductivity σ, ranging from 64 to 192 and from 6 
to 21 respectively when σ increases from 4⋅105 S/m to 
6⋅107 S/m. The dependence ωabs/∆ωabs( λ/d ) exhibits some 
deviation from the linear law (2) that is associated with an 
unaccounted inductive term in the FSS impedance upon its 
interaction with the ground plane. We also note that the FSS 
subwavelengthess factor S, defined as the ratio of the resonant 
absorption wavelength λ to the FSS lattice constant g, 
decreases when σ grows (Fig. 7 f.). Such a behavior follows 
from the equivalent circuit model, which states that λ ∝ R-1/2. 
For the AIS with a patch array FSS S ~ 3 that is seen to be 
insufficiently small when the pixel dimensions of the imaging 
bolometric detector are desired to be minimized. AIS 
subwavelengthness and spectral selectivity can be improved by 
employing a selfresonant FSS (e.g. a ring array FSS, Fig. 7 g), 
though in this case the AIS exhibits the lower λ / d ratios. 


IV. EXPERIMENTAL RESULTS 


For implementing a submm-wave bolometric detector 
operated in the regime of spectral and polarization 
discrimination, we developed three different narrow-band 
polarization-sensitive AIS-absorbers designed for the 
fundamental absorption at the frequencies 0.30, 0.33, and 
0.36 THz respectively. A polypropylene film with thickness 
d=20 µm was used as the AIS dielectric substrate, further 
metallized from both sides via a thermal vacuum deposition of 
aluminum 0.4 µm thick to form the high-conductivity 
metallization of the “ground” and FSS layers. The 
photolithographically-patterned split ring resonator arrays 
(SRRs) were utilized in the AIS configurations as the 
polarization-selective FSSs (Fig. 8). The choice of SRR 
topology allowed use to realize the values of the 
subwavelengthness factor S ~ 8-9. 


 


300 GHz
λλ/d/d≈≈5050


 
 


Figure. 8. Micrograph of topological pattern for SRR FSS fabricated on PP 
surface (example of the 300 GHz absorber with λ / d ≈ 50). The manifested 
irregularities are associated with granularity and roughness of the PP film.  
 
All the absorbers were numerically optimized in Ansoft 


HFSS™ by exploiting the regime of Floquet ports and periodic 
boundary conditions applied to the AIS unit cell. For the fixed 
PP thickness the optimal combination of SRR geometry 
parameters, providing the reflectivity factor S112 


below -30 dB at the fundamental resonance frequency νabs of 
the each absorber (0.30, 0.33, and 0.36 THz), were numerically 
determined to realize the ratios λ / d = 50, 45, and 41 
respectively. The spectral behaviour of the absorption 
coefficient A = 1−S112, derived from the simulated and 
experimentally measured reflectivity related to the normal 
excitation, is shown in Fig. 9. The left and right spectra 
correspond to co-polar (E ⊥ SRR gaps) and cross-polar 
(E SRR gaps) polarization modes respectively. The rather 
good agreement between simulations and measurements can be 
seen from the figure. The relative bandwidth ∆νabs/νabs of the 
co-polar absorption resonance is estimated as 6% for 
experimental data versus 4.5% for the simulated one. A 
discrepancy between simulations and measurements is 
attributed to deviations of the material parameters from the 
nominal values used in simulations. 


 


 
Figure 9. Spectral response of three different SRR-based ultra-thin AIS-


absorbers for mutually orthogonal polarizations. 
 


The developed AIS-absorbers were used in the design of the 
proposed THz-to-IR converter shown in Fig. 4. As the IR 
emissive layer, we employed a graphitized coating 10 µm thick 
deposited over the outer surface of the “ground” AIS layer. The 
experimentally measured IR emissivity factor was around 93%. 


By using the THz-to-IR converter, the THz imaging system 
shown in Fig. 5 has been realized in this work. The backward 
wave oscillator (BWO) with tuneable output wavelength and 
3-10 mW emission power was employed as the source of 
monochromatic terahertz radiation both for imaging 
experiments and AIS characterization. The example of the 
image for the unfocused BWO beam, obtained for the 
converter with the resonant frequency 0.3 THz at co-polar 
excitation, is shown in Fig. 10. We have employed the 
converter with a clear aperture diameter 32 mm. The beam 
half-width, estimated from the IR image, was around 16 mm. It 
is noteworthy that the IR signal disappears for THz frequencies 
out of the absorber’s sensitivity band. 


The high polarization sensitivity of the converter has been 
demonstrated via converter rotation relative to the polarization 
vector of the incident beam (Fig. 11). The beam focusing was 
used to increase the dynamic range of measurements. The 
transition from the co-polar (Fig. 11 a) to cross-polar (Fig. 11 b) 
excitation regime results in a signal decrease down to a zero 
level.  







 
 
Figure. 10. IR Image of the unfocused co-polarized BWO beam for the 
converter with resonant frequency 0.3 THz. The bottom graph indicates 


intensity distribution along the horizontal line traced through the red crosshair.  
 


(a)                                        (b) 


   
 


Figure 11. Images of the unfocused BWO beam for different polarizations: 
a) E ⊥ SRR gaps;  b) E  SRR gaps. Example of 0.3 THz-absorber. 


 
The possibility of the real-time THz imaging has been shown 


in a series of experiments including visualization of manually 
controlled free motions of the focused submm-wave beam 
along the converter surface (Fig. 12). We also revealed the 
negative effects of the “comet tail” and blooming. One of the 
ways for their reducing is to thin further the converter. This can 
be achieved via employing the AIS with a thinner dielectric 
substrate and an appropriately redesigned FSS pattern. Fig. 13 
illustrates our first result on implementation of the AIS-
absorber with λ / d - ratio ≈ 100 optimized for near-unity co-
polar absorption at 200 GHz. The gangbuster FSS and PP film 
15 µm thick were utilized in the absorber configuration. 
 


 
 


Figure. 12. Screen shots from the recorded movie at real-time THz imaging:  
motions of the focused submm-wave beam along the converter surface.  


 
Figure 13. Measured spectral absorptivity for the ultra-thin AIS-absorber with 


wavelength-to-thickness ratio λ / d = 100 optimized for near-unity co-polar 
absorption at 200 GHz. The gangbuster FSS unit cell is shown in the inset. 


V. CONCLUSIONS 


In this contribution we introduced the concepts of the micro-
Golay cell array and the THz-to-IR converter, as the uncooled 
bolometric detectors flexible both for single-pixel and large-
format imaging array implementation at submm waves. As the 
spectrally selective radiation-sensitive elements for such 
detectors, the high-performance ultra-thin absorbers utilizing 
the ideology of artificial impedance surfaces are proposed. The 
theory basics for AIS-absorbers are considered and preference 
of using the low-loss bulk materials, such as polypropylene 
films and high-conductivity aluminium-like metallization, in 
absorber’s configurations is highlighted. The experimental 
testing of the AIS-absorbers developed for the frequency range 
200-400 GHz and exhibiting wavelength-to-thickness ratios 
~ 40-100 confirms effectiveness of the proposed approach. 
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Abstract-We present results of experimental investigation of 
THz  direct  detectors  based  on  ultrathin  YBCO  films.  The  
detectors  are  integrated  with  a  spiral  planar  antenna.  In  the  
frequency band of 0.1-1.6THz the optical responsivity is from 
170V/W for 77K. It increases to 400 V/W for operation 
temperature about 76K. The responsivity was constant up to 
100kHz.  Using  mixing  technique,  the  measured  time  constant  is   


0.5-2ns.  Currently,  at  77K,  the  NEP  is  20pW/Hz0.5. At room 
temperature, the NEP is about 250pW/Hz0.5. For the same devices 
as coherent detector, the mixer gain was -21dB at 77K (and -28dB) 
at room temperature for an LO power of 0.4mW. With the 
present devices a mixer gain of up to -23dB is possible at 300K for 
an  LO power  of  1.5mW.  Using  smaller  devices,  similar  gain  can  
be achieved for a much smaller LO power.  


I. INTRODUCTION 


Low –Tc superconducting bolometers are extensively used 
both as direct detectors and mixers, where they show 
performance superior to other types of devices (for mixers at 
frequencies above 1THz) [1]. On contrast, semiconductor 
detectors require no cooling and hence are more convenient to 
use (no limits on the instrument operation time, smaller mass). 
The state of the art performance for room temperature direct 
detectors is 0.24 pW/Hz0.5 at 95GHz for InAs/AlSb/GaSb 
backward diodes [2] and for zero biased Schottky diodes at 
600-900GHz a NEP of about 5 to 20 pW/Hz0.5 was reported [3]. 
Despite of extended research on bolometric photo detectors 
based on thin high-Tc superconducting YBCO films, there is a 
little information on their performance in the subMM range. 
Currently, very compact and lightweight cryocoolers to 77K 
are available, what facilitates the use of this type of detectors. 
Our goal was to fabricate and measure the responsivity and the 
noise of antenna integrated YBCO bolometers through the 
whole subMM range. Such bolometer were tested both for 
incoherent and coherent detection. Because of a rather large 
Temperature Coefficient of Resistance (TCR) of YBCO films 
in the normal state (i.e. at a temperature above 90K) such 
bolometers, as we discovered, provide also high sensitivity 
even in the normal state, well up the room temperature. 
Bolometers voltage responsivity and down conversion gain 
was measured at the room temperature at 100GHz and 500GHz.  


The bolometers were fabricated of 50nm YBCO films made 
by pulsed laser deposition on r-cut Al2O3 substrates with a thin 
CeO2 buffer layer. The bolometer length was about 1 m and 
the width varied from 1.5 to 4 m. The bolometer was situated 
at the center of a logarithmic spiral antenna, which covers 
(based on our earlier findings) a frequency range from 300GHz 


to 2.5THz. The detector/antenna chip was mounted on a 12mm 
elliptical silicon lens (Figure 1). The critical temperature of the 
bolometers was about 86K and the cooling was arranged in a 
LN optical cryostat. A heater was used to bring the device to 
temperatures above 77K and LN vapor pumping was used to 
reduce the temperature. The bolometer was dc current biased to 
the resistive state (exceeding the critical current of 2-7mA, 
depending on the device).  


Above 100K the dR/dT is approximately 0.2-0.4 /K, for 
different device sizes. But the TCR is the same for all devices, 
which at room temperature is approximately 0.008 K-1. 


The voltage response from the bolometer was directly 
measured by a lock-in amplifier (at room temperature), with an 
input noise of 4-5 nV/Hz0.5 . For the mixer tests, the IF signal 
was preamplified with an room temperature LNA with a noise 
temperature 100K.  


 
Figure 1. A photograph of a spiral antenna-integrated YBCO microbolometer.. 


The bolometer is in the circle. (left) The bolometer chip is mounted on an 
elliptical silicon lens. (right) 


 
The responsivity was measured by the ratio of the output 


voltage to the input RF power. A W-band Gunn oscillator, a 
300-550GHz BWO, and a FIR gas laser were used as the 
subMM signal sources. The source to the bolometer optical 
coupling was arranged via a Teflon lens (Figure 2). The power 
of the signal incident on the cryostat was measured by both the 
Thomas Keating (optical) and Erickson (waveguide with a 
horn) power meters. For the responsivity calculations, the 
incident RF power was calibrated for the cryostat window loss 
(0.7), and the spiral antenna to the linear polarization coupling 
loss (0.5). The circular polarization of the antenna was verified 
at 300GHz by measuring the bolometer response while rotating 
the bolometer block (at room temperature) around the optical 
axis. We shall note, that in order to ensure a single spatial 







mode of the BWO beam, a WR10-WR3 waveguide transition 
and a WR3 smooth wall circular horn were connected to the 
output waveguide (WR10) of the BWO. By doing it, we 
limited the available RF power, however it makes the power 
calibration more reliable.  


The noise voltage was measured with the same lock-in 
amplifier once the RF signal was blocked. The output IF noise 
of the bolometer was measured by comparing the system noise 
with the bolometer bias on and off. In the superconducting 
state the bolometer output noise was about 150K.  


For the mixer tests at 530GHz two BWOs , one as an LO and 
the other as a signal source, were coupled via a thin film beam 
splitter. At the W-band (90GHz) there was more power 
available from the Gunn oscillator sources. Therefore, two 
Gunn  sources  were  also  used  for  the  mixing  tests,  or  (as  in  
Figure 3), one Gunn oscillator and an active multiplier [4]. 


 


 
Figure 2. Direct detection test at 0.7 and 1.6THz with a FIR laser (left). The 


detector is in the cryostat on the right. 


 


 
Figure 3. YBCO mixer test at room temperature. A W-band Gunn oscillator 


and a W-band active multiplier are coupled using a W-band directional coupler, 
to be used as a signal and an LO sources 


We have found that in the superconducting state the 
responsivity scales reversely proportional to bolometer area. 
Such behavior is expected since the bolometer responsivity is 


=      (1) 


, where G=w l/Rbd is the heat conductivity from the bolometer 
to the substrate, and Rbd is the YBCO/substrate boundary 
thermal resistance. For the smallest devices, 1.5x1 m2 , the 
highest responsivity 400kV/W is achieved at 76K, while it is 
about 170 V/W at 77K (see [5] for details). The responsivity 


was constant from nearly 100GHz up to 1.6 THz. By applying 
an amplitude modulated source signal to the active multiplier 
(90GHz output frequency [4]) we were able to measure the 
bolometer responsivity up to 100kHz (by the lock-in amplifier) 
and between 100kHz and 500kHz using a spectrum analyzer. 
No responsivity drop was observed. Higher responsivity 
requires higher bolometer electrical resistances, which was still 
not optimized. The noise was measured at 77K and was 
readout system limited to 4-5nV/Hz0.5 for frequencies above 
500Hz. It results in NEP 20pW/Hz0.5 .  


In  Figure  4,  we  summarize  the  NEP  data  for  the  1.5x1 m2 
bolometer. Published NEP values for some semiconductor 
detectors are given also for comparison. Using a lower noise 
readout the NEP of the present devices can be reduced down to 
2pW/Hz0.5. Alternatively, the voltage responsivity of YBCO 
bolometers can be increased by reducing the bolometer area. In 
our lab we have an experience of fabricating 500 100nm 
bolometers, which theoretically shall have about a factor of 30 
higher responsivity, hence lower NEP, compared to the devices 
from Figure 4. We expect that good superconducting properties 
can be preserved in YBCO bolometers as narrow as 50nm.  


 
Figure 4. NEP versus signal frequency at 77 K for the 1.5 m × 1.5 m 


(diamonds) sized bolometers (squares). The dashed line is the bolometer NEP 
calculated from the Johnson and phonon noise contributions and the currently 
obtained Sv. Blue diamonds show the current performance of semiconductor 


detectors (e.g. Schottky diodes [2], [3]).  


The conversion gain of the same bolometers was measured 
at  530GHz  and  90GHz.  The  signal  and  the  LO  power  was  
computed using the voltage responsivity, measured in the 
previous tests and the voltage swing corresponding to the RF 
(LO) on-off. For a 3 m × 1 m bolometer the maximum 
measured conversion gain was approximately -21dB for a 
0.18mW LO power (530GHz). By reducing the bolometer 
temperature and simultaneously increasing the LO power, the  
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Figure 5. Scanning Electron Microscope image of an 500nm 100nm YBCO 
bolometer. 


mixer gain will increase. If the pumped IV-curve is kept the 
same (i.e. a reduction of the temperature is compensated by an 
increase of the LO power), the mixer gain will change linearly 
with the LO power. Therefore, for a 2mW LO power a mixer 
gain of -11dB shall be possible to achieve for the discussed 
device.  


It  was  very  interesting  to  discover  that  our  YBCO  
microbolometers have quite high sensitivity even in the normal 
state, in particularly at room temperature. The advantage of the 
room temperature operation over the superconducting state is 
the fact that R/ T is temperature independent, and, hence a 
large bias current can be applied. In the superconducting state,  


R/ T is determined by the resistive state in the bolometer, 
caused by the bias current. Therefore, in the superconducting 
state there is a bias current corresponding to a maximum 
responsivity. For the currents exceeding this optimum value, 
the responsivity decreases (see equation 1): 


In the normal state, the responsivity is a linear function of 
the bias current. The limit here is the device breakdown. Our 
preliminary experimental data show that YBCO bolometers 
break when the current increases till the second term in the 
denominator in (1) approaches the first term. For safety reasons, 
we currently limit the bias current to about imax=  (0.3  G  /   
R1 )0.5. Experimentally, a responsivity of approximately 15V/W 
has been achieved at room temperature. The system noise is 
still readout limited. Therefore, we estimate that at room 
temperature the NEP is approximately 250pW/Hz0.5, for 
modulation frequencies 500Hz-100kHz. 


Results for the mixer gain measurements at room 
temperature are given in Figure 6. For a bias current of 10mA 
and a LO power of 0.74mW (90GHz LO frequency), the 
measured mixer gain is -28dB. A gain of -21dB shall be 
reached for a bias current of 15mA and an LO power of 
1.5mW.  For smaller devices the LO power requirements are 
reduced. Our computations show that for a 500nm x 500nm 
bolometer a gain of -16dB shall be possible to achieve for a 
0.5mW LO power. 


 
In conclusion, at 77K YBCO thin film microbolometers  


 


 
Figure 6. Measured (symbols) and calculated (solid lines) mixer gain for a 


3 m 1 m bolometer at room temperature versus bias current. The used LO 
power is also given. The dashed line is the calculated mixer gain for a 


0.5 m 0.5 m bolometer with a 0.5mW LO power. 


show avoltage responsivity comparable to Schottky diode 
detectors for frequencies above 800GHz. The bolometer 
responsivity is nearly constant across a wide frequency range 
from 100GHz to 1.6THz, which is set by the antenna 
bandwidth. With a lower noise readout the bolometer NEP will 
reduce to about 6pW/Hz0.5 , which makes it the most sensitive 
THz detector without LHe cooling. Using smaller bolometers 
we expect to reduce the NEP by another order of magnitude. 
The same devices can be used both for incoherent and coherent 
detection. Intrinsically, there is no frequency limit for such 
detectors. Simplicity of the presented detectors makes the 
fabrication of large arrays quite straightforward.   
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Abstract- We present here the development of several sub-


milllimetre wave heterodyne receivers based on MMIC Schottky 


diodes in the framework of the SWI instrument study for the 


ESA/NASA EJSM mission. First, a 560 GHz heterodyne receiver 


using MMIC Schottky devices has been developed by JPL. It 


features a 280 GHz tripler and 560 GHz sub-harmonic mixer 


integrated in a single block. It exhibits a DSB mixer noise 


temperature of 1400 K at 590 GHz. In parallel, a 664 GHz 


receiver featuring MMIC Schottky devices has been developed 


by RPG. It exhibits state-of-the-art performance with a DSB 


mixer noise temperature around 1550 K at 650 GHz. Finally, the 


1200 GHz channel is under development at JPL. It features an 


LO source inherited from the HIFI project for the generating 


enough power at 600 GHz, and a novel 1200 GHz MMIC 


biasable sub-harmonic mixer that will be presented.  
 


I. INTRODUCTION 


A Submillimetre Wave Instrument (SWI) has been proposed 


as a potential payload instrument of the Jupiter Ganymede 


Orbiter (part of the joint ESA/NASA EJSM proposal) [1]. The 


primary scientific objectives are to investigate the exchange 


mechanisms in the middle atmosphere of Jupiter by the remote 


sensing of key molecular species such as the water line at 


557 GHz and the methane line at 1256 GHz. As a secondary 


objective, it would also investigate the exosphere/ionosphere 


dynamics and thermo-physical surface properties of Jupiter’s 


moons. The proposed radiometric and spectroscopic 


instrument features two heterodyne channels as shown in 


Fig. 1, one centered around 560 GHz close to the water line, 


and another one centered around 1200 GHz close to the 


methane line.  
Several R&D activities both in Europe and in the US have 


been engaged that are tailored for this instrument. The 


600 GHz SWI channel has been investigated both in Europe 


and in the US. First, a 560 GHz receiver has been developed 


by JPL. It features a 280 GHz MMIC tripler and 560 GHz 


MMIC sub-harmonic mixer integrated in a single block. In 


parallel, a 664 GHz receiver has been developed by RPG. It 


uses a 332 GHz MMIC doubler and 664 GHz MMIC sub-


harmonic mixer (SHM) based on European Schottky diodes.  


The design, fabrication and tests are presented. Finally, a 


1200 GHz channel is under development at JPL. The receiver 


architecture is directly inherited from the HIFI project for the 


LO generation at 600 GHz. Using identical MMIC GaAs 


membrane process technology , a novel 1200 GHz MMIC 


sub-harmonic mixer has been designed, fabricated and is 


presented here. 


 


 


 


 


 


 


 


 


 


 


 


 


 
 


Figure 1: Schematic representation of the SWI front-end, including one 
heterodyne channel centered at 570 GHz, and another one at 1.2 THz. 


 


II. 560 GHZ INTEGRATED RECEIVER DEVELOPMENT AT JPL 


An integrated 560 GHz receiver front-end based on MMIC 


GaAs membrane Schottky diodes fabricated by the Micro 


Device Laboratory from JPL has been designed fabricated and 


tested. Both devices have been designed using a combination 


of 3D-EM simulations (HFSS from Ansys [2]) and linear/non-


linear circuit simulations (ADS from Agilent [3]). 


A. Design and fabrication 


The 560 GHz receiver channel includes a 280 GHz MMIC 


tripler using 6 Schottky diodes in balanced series 


configuration, and a 560 GHz MMIC sub-harmonic mixer 


using a pair of balanced series Schottky diodes. A photo of the 


integrated receiver is shown in Figure 2. 







The design procedure is as following: both the tripler and 


mixer components are first optimized independently to cover 


the desired frequency range and exhibit best performances, i.e. 


best efficiency for the tripler, and best sensitivity for the sub-


harmonic mixer. Then the waveguide matching circuit in 


between these two components is optimized for best coupling 


efficiency at the desired LO frequency range which is 255 to 


300 GHz. 


The 280 GHz tripler is based on an earlier design from 


Maestrini [4]. Simulations have shown that the chip topology 


can be kept unchanged and only the waveguide structure is re-


optimized to cover the 255-300 GHz band, instead of the 


initial 265-340 GHz bandwidth. The 560 GHz sub-harmonic 


mixer is “scaled” from an earlier design at 874 GHz [5], and is 


biasless. It is estimated that the tripler will output enough LO 


power (at least 3 to 5 mW estimated) to pump the sub-


harmonic mixer. 


During the design phase, it has been shown that integrating 


the last stage tripler together with the sub-harmonic mixer 


presents significant advantages: lower waveguide losses, 


lower standing waves between both devices as the entire 


tripler-mixer combination is optimized together, resulting in a 


flatter and lower pump power required at W-band, a tripler 


bias voltage quasi-constant over the frequency range, and less 


waveguide flanges interfaces required. As shown in Figure 3, 


only a single W-band UG387 flange is required for LO input, 


as well as an IF SMA connector. A diagonal horn centered at 


560 GHz is integrated into the block for the RF coupling. 


 


 


 


 


 


 


  


 


 


 


 


 


 


 


 


 


 


 
 


Figure 2: Integrated 560 GHz receiver from JPL, featuring a 280 GHz MMIC 
tripler and 560 GHz sub-harmonic mixer in a single cavity. 


 


The integrated 280 GHz tripler and 560 GHz sub-harmonic 


mixer also includes a 2-11 GHz IF impedance transformer 


circuit and an output K-type glass bead connector. Further 


integration level is expected by including an IF pre-amplifier 


inside the block as a future step. 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 
Figure 3: Integrated 560 GHz receiver block, including a 280 GHz tripler 


MMIC, a 560 GHz sub-harmonic mixer MMIC, an integral diagonal horn at 
560 GHz, and an IF circuit and connector. The block is 20x20x20 mm3 in size. 


B. Measurement results 


Tests have been performed at room temperature in a 


vacuum chamber using the procedure described in [6]. The 


integrated 560 GHz receiver front-end is pumped by a W-band 


Agilent source followed by a W-band power amplifier 


covering the frequency range 85-103 GHz, with an output 


power up to 100 mW. A W-band rotary vane attenuator was 


inserted between the amplifier and the integrated tripler/sub-


harmonic mixer to find the best input power. 


 


 


 


 


 


 


 


 


 


 


 


 
 


Figure 4: DSB mixer noise temperature and DSB conversion losses measured 


and simulated of the 560 GHz integrated triper + sub-harmonic mixer. The IF 
range is between 4 GHz and 6 GHz. 


 


During the test procedure, the reverse bias voltage of the 


280 GHz integrated tripler was kept to a fixed value of 8V for 


simplicity. It appears that it was nearly optimal over the entire 


frequency range.  


As shown in Figure 4, the best performance are obtained at 


590 GHz with a  DSB mixer noise temperature of 


approximately 1400 K, and DSB mixer conversion losses of 


approximately 7 dB. The DSB mixer noise temperature is 


below 1800 K and conversion losses are below 8.5 dB 


between 520 GHz and 605 GHz. Figure 4 also shows that the 


measurement results are in accordance with the simulations. 
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When cooled at a physical temperature of 150 K, the DSB 


mixer noise temperature improves by 200 to 300 K in average, 


and the DSB mixer conversion losses remain stable. 


The amount of W-band input LO power required to pump 


the integrated 560 GHz tripler + sub-harmonic mixer is 


measured separately using a PM4 Erickson calorimeter, 


between 20 mW at 600 GHz and 80 mW at 530 GHz.  


It is important to notice that previously reported 


performance of this device in [7] is erroneous as a mistake 


was made in retrieving the DSB mixer conversion losses. The 


correct performances are presented in Fig.4 of this paper. It 


should also be noticed that no correction for feed horn losses 


and IF mismatch is included. The mixer is measured with an 


isolator at the IF port to remove all influence from the 1
st
 LNA. 


III. 664 GHZ RECEIVER DEVELOPMENT AT RPG 


A 664 GHz receiver based on MMIC membrane planar 


Schottky diodes from ACST [8] has been developed. It 


includes a 332 GHz MMIC Schottky doubler and/or tripler, 


and a 664 GHz sub-harmonic mixer. Both devices have been 


designed using a combination of 3D-EM simulations (HFSS 


from Ansoft) and non-linear circuit simulations (Microwave 


Office from AWR [9]).  


 


A. Design and fabrication 


The 332 GHz doubler and/or tripler are based on a balanced 


configuration, as introduced by [10] and [4] respectively, 


using an anti-series and series pair of Schottky diodes 


respectively. Both Schottky devices exhibit a series resistance 


of 3 to 5 Ohms, zero voltage capacitance of 16 fF for the 


doubler and 26 fF for the tripler, an ideality factor of 1.11 and 


a reverse breakdown voltage of approximately 15V. 


The 664 GHz sub-harmonic mixer is based on an anti-parallel 


configuration, as shown in Fig. 5. Typical DC characteristics 


of each anode are a series resistance of 14 Ohms, an ideality 


factor of 1.25, and a zero voltage capacitance below 1.5 fF. 


Details concerning the fabrication of the MMIC Schottky 


devices can be found in a companion paper [11]. The blocks 


have been machined and assembled at RPG. Figure 6 shows a 


complete 664 GHz Front-End receiver, including a W-band 


multiplier-amplifier source that outputs between 50 and 100 


mW, a W-band isolator, a 332 GHz tripler and the 664 GHz 


sub-harmonic mixer. 


 


 


 


 


 


 


 


 


 


 


 
Figure 5: 664 GHz sub-harmonic mixer MMIC fabricated by ACST and 


mounted inside the lower half of the 664 GHz split-block. 
 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 
Figure 6: 664 GHz receiver front-end from RPG, including a W-band 


multiplier-amplifier, a W-band isolator, a 332 GHz tripler, the 664 GHz sub-
harmonic mixer and an external 664 GHz corrugated feed-horn. 


 


B. Test results 


Test results for the 332 GHz MMIC doubler are shown in 


Figure 7 for two blocks SN#4 and SN#5. An isolator is 


inserted between the 166 GHz driver source and the 332 GHz 


doubler. The maximum output power generated is 10 mW at 


330 GHz, with a 3dB bandwidth extending from 326 GHz to 


344 GHz for SN#4, and from 324 GHz to 342 GHz for SN#5. 


With an available input power ranging from 25 to 40 mW, the 


332 GHz doubler efficiency ranges from 15 % up to almost 


30 % between 326 GHz and 346 GHz. Output powers up to 


13-14 mW are achieved if the W-band isolator is removed.  


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 
Figure 7: 332 GHz MMIC doubler performance results for 2 blocks. 


 


This 332 GHz multiplier source is used to pump the 


664 GHz MMIC sub-harmonic mixer. As shown in Fig. 6, the 


664 GHz SHM is directly connected to the 332 GHz doubler, 


and an external 664 GHz corrugated feed-horn is attached to 


the mixer. The IF range for this test extends from 1.7 to 


6.7 GHz. Two mixer blocks SN#1 and SN#2 were tested. 


The results are presented in Fig. 8. The “error bars” are the 


min/max values within the 1.7-6.7 GHz IF band for each data 


point. 
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Figure 8: 664 GHz MMIC sub-harmonic mixer performance measured for 2 


blocks. The IF range is between 1.7 GHz and 6.7 GHz. 


 


As shown in Fig.8, the DSB mixer noise temperature is 


between 1550 K and 1800 K in average between respectively 


640 and 675 GHz for SN01. The bandwidth is slightly shifted 


for SN02 between 630 and 670 GHz. The DSB mixer 


conversion losses are measured between 8.25 dB and 9 dB for 


SN01, and between 7.5 dB and 9 dB in their respective 


frequency ranges. The amount of LO power necessary to 


pump the mixer optimally is around 4.5 mW. 


IV. 1.2 THZ RECEIVER CHANNEL 


The 1200 GHz channel includes a 200 GHz MMIC 


membrane doubler, a 600 GHz MMIC tripler similar to the 


one described in [12], and a novel 1100-1300 GHz MMIC 


membrane biasable sub-harmonic mixer. The 1200 GHz sub-


harmonic mixer architecture is similar to a previous design 


that gave state-of-the-art results at 874 GHz, as described in 


[5][6]. It’s a balanced design similar to the 560 GHz channel 


mixer described above, with an additional on-chip capacitor in 


order to forward bias the diodes in series. This feature should 


enable to reduce the amount of LO power required to pump 


the mixer to 1 or 2 mW, as suggested by simulations.  


The 1200 GHz sub-harmonic mixer has been designed and 


fabricated, as shown in Fig.9. The predicted mixer 


performance is shown in Figure 10. The design methodology 


and prediction tools are described in [4]. 


 


 


 


 


 


 


 


 


 


 


 


Figure 9: Photo of a MMIC 1200 GHz sub-harmonic mixer based on GaAs 


membrane Schottky diodes mounted inside the lower half of the split-block. 


 


As shown in Fig. 10, the predicted DSB mixer noise 


temperature of the mixer is between 4000 and 4500 K at room 


temperature in the frequency range 1050 to 1280 GHz, 


corresponding to DSB conversion losses between 12.5 dB and 


14 dB approximately. 


 


 


 


 


 


 


 


 


 


 


 


 


 


Figure 10: Predicted performance of the MMIC 1200 GHz sub-harmonic 


mixer at room temperature. IF is fixed to 5 GHz, LO bias is set to 1.5 mW and 


mixer is DC forward bias to 0.5V per anode. 


 


Test campaign is on-going to measure the performance of 


the 1200 GHz heterodyne receiver chain. 


CONCLUSION 


Several development programs are on-going in Europe and 


US to push the MMIC Schottky technology well into the sub-


millimetre wave region and above 1 THz. Future sub-


millimetre wave instruments for the remote sensing of planets’ 


atmospheres such as the Earth, Mars, Jupiter and Saturn will 


greatly benefit from the recent advances in receiver sensitivity 


and integration in the 500 to 1200 GHz range, as demonstrated 


in this paper. The development of MMIC Schottky technology 


and powerful Local Oscillator sources widely tunable and 


operating at room temperature are pivotal for planetary remote 


sensing instruments in the THz range. 
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Abstract-A spatial power combining structure based on radial 


waveguide at Ka band is analyzed and the power combining 
characteristic is simulated. Rectangular-radial waveguide 
adapters are used as input and output ports of the radial 
waveguide power dividing and combining network. Simulation 
presented show good performance. It is also discussed that how 
the power combining efficiency of the power combiner is affected 
by the inconsistencies of the amplitude, phase and circuit loss of 
the structure. 


I. INTRODUCTION 


A single solid-state power amplifier output power at 
millimeter waves is limited, power combining techniques have 
to be used to improve the output power [1]. Though many 
power combining methods have been proposed and studied, 
spatial power combining technique has important practical 
significance because its low insertion loss in power dividing 
and combining networks. In recent years, the radial waveguide 
used for power dividing and power combining is reported in 
some papers[2][3].With the advantage of  compact structure and 
radial symmetry, the wave path of each way will be same 
when radial waveguide used in power divider/combiner, so the 
radial waveguide is ideally suited for high-power combiner. 


In this paper, a spatial power combining structure based on 
radial waveguide at Ka band is analyzed, and the power 
combining characteristic is simulated. Simulation results are 
presented to show its performance. 
 


II.  POWER COMBINING STRUCTURE AND ITS PERFORMANCE 


A six ways power combining structure studied is shown in 
Fig.1. More ways power combining structure also can be 
obtained with similar structure. Rectangular-radial waveguide 
adapters are used as input and output ports of the radial 
waveguide power dividing and combining network.  


Coaxial-line probe is used as the transition between radial 
waveguide and microstrip line.  Power amplifier is developed 
in microstrip line. Input signal power is fed into radial 
waveguide through the rectangular-radial adapter, and then it 
is divided equally to six ways and feed into six microstrip 
power amplifier through six coaxial-line probes.  The output 
power of six amplifiers are transmitted into radial waveguide 
and converged to the rectangular-radial adapter, finally it is 
transmitted into output waveguide. 


 
Fig.1 Six ways power combiner based on radial waveguide 


 


We denote input waveguide as 1 port and output waveguide as 
2 port of the power combining network in Fig.1. The 
simulated S parameters of the network are given in Fig.2.  It 
can be seen that the performance of the network is good. The 
combining efficiency of the power combing network is given 
in Fig.3 under the condition that the output of every amplifier 
has same amplitude and phase. 


 


 
Fig.2  S parameters of the six ways power combining network 


 


 
Fig.3 Combining efficiency of the power combing network 


 







III. ANALYSIS OF COMBINING EFFICIENCY  


The power combining is a vector combining, so it follows 
vector algorithm. The power combiner efficiency is affected 
by the discrepancy of the amplitude and phase of each way 
signal. To design a power combiner with high combining 
efficiency, it is essential to reduce the discrepancy of the 
amplitude and phase from every way. 


As early as in 1969, J.R.Nevarez and G.J.Herskowitz had 
qualitatively analyzed the combining efficiency of a octal 
combiner affected by inconsistencies of the amplitude, phase 
and circuit losses [4] . 


In this paper, how the power combining efficiency of the 
structure is affected by the inconsistencies of the amplitude, 
phase and circuit losses is presented. 


 


A. Amplitude and phase inconsistent 
It is known that each way output of the power divider exist 


a certain inconsistency of the amplitude and phase due to their 
space position relative to the transition or adapter, but within 
acceptable range. It is interesting to know how the combining 
efficiency is affected by the amplitude and phase inconsistent. 
(1) Laterally symmetry  


The combining structure is shown in Fig.4. For this 
structure, S41 and S51 is same, S31 and S61 same, and S21 and 
S71 is same due to the symmetry. But the microstrip in port 2 
and port 7 are crooked to extend 3mm length.  


 
Fig. 4 The simulation model and result of the six-way laterally symmetry 


unequal path radial waveguide power divider 


 
Fig.5 The simulation model and result of the six-way laterally symmetry 


unequal path radial waveguide power combiner 


 
The extending of microstrip length in port 2 and port 7 make 
the amplitude and phase inconsistent worse, the return loss 
and the insertion loss shown in Fig.5 get worse compared with 
Fig.2. 


Power combining efficiency is shown in Fig.6, in some 
frequency ranges, the power combining efficiency gets drastic 
decrease because of increasing the amplitude and phase 
inconsistent between the six ports. 


 


 
Fig.6 The power combining efficiency of the structure in Fig.5  


 


(2) Laterally asymmetry 
Fig.7 shows another combining structure, where the 


microstrip in port 5 and port 7 have been extended 3mm 
length, the amplitude imbalance of the six-ways power divider 
gets worse. 


 
Fig. 7 The simulation model and result of the six-way laterally asymmetry 


unequal path radial waveguide power divider 


 
Fig.8 shows the complete structure and S parameters. The 


return loss and the insertion loss get worse compared with 
Fig.2. 


      
Fig.8 The simulation model and result of the six-way laterally asymmetry 


unequal path radial waveguide power combiner 


 
Power combining efficiency is shown in Fig.9. As shown in 


Fig.9, in some frequency ranges, the power combining 
efficiency also gets drastic decrease because of the increasing 
inconsistent of the amplitude and phase between the six ports. 







 
Fig. 9 The power combining efficiency of the six-way laterally asymmetry 


unequal path radial waveguide power combiner 


 


B. Circuit losses inconsistent 


(1) Laterally symmetry  
The main loss of microstrip line is dielectric loss, conductor 


ohmic loss and radiation loss, in which the first two losses are 
dominant. Dielectric loss has no significant effect on the 
attenuation, while the ohmic loss is much greater. 


The attenuation from the conductor loss is approximated as 
follows [5]: 


                         
0


  /S
c


R
Np m


Z W
                              (1) 


W is the width of the microstrip. 
0  / 2SR    is the 


surface resistance of the microstrip conductor belt. 
Fig.10 shows the combining structure with six-way laterally 


symmetry unequal circuit loss. The material of microstrip 
conductor belt of the port 2 and port 7 is assumed as graphite, 
whose conductivity is  =70000 Siemens/m, while the others’ 
material is PEC, whose conductivity is  =1e+30 Siemens/m. 
As shown in the Fig.10, S21 and S71 decrease drastically 
because of the circuit loss. 


 
Fig.10 The simulation model and result of the six-way laterally symmetry 


unequal circuit loss radial waveguide power divider 


 


 
Fig. 11 The simulation result of  the structure shown in Fig.10 


The insertion loss of the structure gets worse because of the 
circuit loss as shown in Fig.11. 


As shown in Fig.12, the power combining efficiency gets 
drastic decrease because of circuit loss. 


 


 
Fig.12 The power combining efficiency of the six-way laterally symmetry 


unequal circuit loss radial waveguide power combiner  


 


(2) Laterally asymmetry  
Fig.13 shows the six-way laterally asymmetry unequal 


circuit loss radial waveguide power divider. The material of 
the microstrip’s conductor belts in the port 6 and port 7 is 
graphite, while the others’ material is PEC. As shown in the 
Fig.13, S61 and S71 decrease drastically and become 
inconsistent because of circuit loss and laterally asymmetry. 


 


 
Fig. 13 The simulation model and result of  


the power combiner based on the radial waveguide 


 


 
Fig. 14 The simulation results of the S parameters of the structure in Fig.13 


 


Fig.14 shows the simulation results of S parameters of the 
structure in Fig.13. The insertion loss gets worse compared 







with Fig.2 because of circuit loss and asymmetry unequal 
structure. The power combining efficiency shown in Fig.15 
gets worse compared with Fig.3 because of the circuit loss and 
asymmetry unequal structure. 


 


 
Figure 14. The power combining efficiency of the six-way laterally asymmetry 


unequal circuit loss radial waveguide power combiner  


 


IV.  CONCLUSION 


In this paper, an analysis on six-ways spatial power 
combiner based on radial waveguide is carried out, and the 
simulation results of the power combiner characteristics are 
presented. Good performance has been obtained under the 
condition that the output of every amplifier has same 
amplitude and phase. Then, it is discussed that how the power 
combining efficiency of the power combiner is affected by the 
inconsistencies of the amplitude, phase and circuit loss, and 


the simulation results of the combining efficiency for different 
situation are given. It is of important for the development of 
the radial waveguide power combiner and will be referenced 
in the following works.  


The power combiner hardware is being manufactured and 
experiments will be done in the near future. 
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Abstract — A novel fabrication process was developed for 
Schottky-based integrated structures. The process aims to 
achieve ultimate performance at millimeter (mm) and Sub-
millimeter (Sub-mm) wavelengths. Excellent performance was  
realized in several Sub-mm-modules. Achieved results represent 
European state-of-the-art performance at these frequencies. 


I. INTRODUCTION  
Schottky diodes are generic components that are used in 


practically all non-cryogenic millimetre and sub-millimetre 
wave receivers in Earth Observation and Space Science. They 
are especially critical to future Earth observation instruments 
operating at sub-millimetre waves in space missions like 
CIWSIR, GOMAS, PREMIER, and MetOp. These systems 
cover frequencies up to 664 GHz but high-performance non-
cryogenic receivers at 1THz and above may be required for 
future Earth Observation and Space Science instruments. 
At frequencies above around 300GHz, parasitic capacitances 
close to the Schottky contact start to become extremely 
important to the overall performance of the mixer or 
multiplier. The conventional method of reducing these effects 
in Schottky diodes involves making the anode fingers as air-
bridges which span a “surface channel” in the GaAs. 
Unfortunately the lengths of these air-bridges are also a 
limiting factor because of in-line inductance. Some ingenuity 
is therefore required to overcome these difficulties. For 
multiplier design, it is especially important that there is not too 
much capacitive coupling from the diodes themselves to the 
waveguide wall or to the central transmission line. 
Unfortunately, in the doubler circuit, one needs to place a 
capacitive tuning element quite close to the diodes to 
counteract the effect of lead inductance, but this element must 
not interact with the diodes themselves. For any type of  
balanced multiplier, the diodes must also be well balanced 
with respect to the input and output signals. This requires the 
diodes be very similar, in terms of absolute capacitance and 
also have the same parasitic couplings to the rest of the circuit. 
The use of a highly integrated circuit, which includes not only 
all the diodes but the coupling structures helps achieve 
accurate placement of the diodes, with respect to the 
transmission line and waveguide walls, but also with respect 
to each other. Performance reproducibility is excellent in these 
structures as there is very little variation in the geometry from 
device to device. All that is required is that the fairly large 


integrated structure be mounted in the waveguide block and 
the block closed.  
The use of integrated circuits above 700GHz in the most 
optimized designs is unavoidable anyway, as the physical 
dimensions of the waveguide and substrate channel become 
extremely challenging for even the thinnest practicable 
substrates to be used (quartz around 20um). 
If a membrane integrated circuit is used, it is important that 
the membrane is extremely thin, use low dielectric constant 
material and is not excessively fragile. Unfortunately, if one 
uses GaAs as the membrane material itself, it fails in all three 
categories, as it is difficult to make stress-free thin 
membranes, is very breakable and has a high dielectric 
constant (near 13). The only benefit from using GaAs is that it 
is part of the semiconducting wafer and can be integrated 
monolithically.  


A better solution is to use a transferred membrane substrate. 
In this case the membrane material is not related to the 
semiconductor wafer and can be chosen with low dielectric 
constant and appropriate mechanical characteristics.  


The technology developed by ACST achieves these goals 
and results in a thin stress-free membrane, which is extremely 
robust and is radiation tolerant. Because the dielectric constant 
is low, variations in the thickness or absolute value of the 
dielectric constant of the membrane have minimal effect to the 
circuit compared to a higher dielectric constant material, so 
geometrical tolerances are far less critical.  


II. FILM-DIODE PROCESS 
Film-Diode (FD) Process represents a new technology 


platform for fabrication of both discrete diodes and integrated 
circuits for mm/Sub-mm-Wave applications. The FD-structures 
consist of a few-micrometer thin transferred membrane-
substrate, which maintains robustness of all circuit elements. 
This approach aims at ultimate performance at mm and Sub-
mm-waves. 


The FD-process implies two-side processing of the 
semiconductor wafer. Schottky-contacts are formed on the 
front-side of the epilayer whereas back-side processing offers 
opportunity for ohmic metallization directly under the 
corresponding Schottky contacts. The main advantages of such 
an approach is improved thermal dissipation and uniform 
distribution of current density across anode area. Moreover, 
two-side processing offers opportunity for 2.5-D integration. 
This implies more flexibility for device miniaturizing, which is 
especially useful for high frequency  
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Figure 1: Typical I-V curve of a mixer anode with 1µm diameter. 


 applications. A thin membrane-substrate allows one to 
drastically reduce substrate-related circuit-parasitics and RF-
losses. The membrane-substrate is mechanically very robust 
and optically-transparent. This significantly facilitates 
assembly process. FD-structures can be assembled either by 
soldering or gluing on corresponding contact-pars or can be 
suspended on gold-beamleads, which is the best approach for 
suspended-substrate mounted in waveguide technology.  


Various circuit architectures can be accommodated by the 
FD-process, including fabrication of single diodes, various 
diode arrays, and passive circuit elements including capacitors, 
resistors, and surrounding circuitry like transmission lines, 
filters, matching networks etc. 


III. DC-CHARACTERISTICS 
DC-characteristics were extracted from on-wafer I-V and 


C-V measurements using Agilent 4156A Parameter Analyzer 
and Agilent 4284A C-V-meter, respectively.  


A. Mixer anodes 
Typical I-V-curve of a mixer anode with diameter of 1.0µm 


is plotted in Fig. 1. Ideality factor (N) and differential 
resistance Rd are a function of the applied voltage as plotted in 
the figure. 


Fig. 2 summarizes relative Series Resistance (Rs)-values 
versus ideality factor for mixer diodes with several anode 
diameters from different batches. Relative Rs-values are 
determined for each anode from on-wafer measurements. 
They are called “relative” because temperature effects during 
I-V measurements are not considered and, therefore values can 
differ from absolute Rs-value. Nevertheless, obtained values 
do strongly correlate with anode diameters and can be used for 
comparative evaluation. Fig. 2 shows a good uniformity of 
anode characteristics across the wafer. Both series resistance 
and ideality factor obviously increase with reducing anode 
diameter. This tendency does not contradict our expectations. 
Similar results were obtained 


 
Figure 2: Summarized relative Rs-values versus ideality factor for mixer 


anodes with several anode diameters from different batches. 
 


from different batches, which suggest good process 
reproducibility. 


B. Varactor anodes 
DC-characterization of varactor anodes includes both 


forward and backward I-V-measurements and evaluation of 
zero-voltage junction capacitance (Cj0). The breakdown voltage 
(Ubd) represents the backward voltage bias point where current 
exceeds 100nA. Due to optimized fabrication process, 
breakdown voltage of our varactors is unusually high and close 
to the theoretical limit considering doping profile. 


I-V curves of several varactor diodes with similar anode 
sizes are plotted in Fig. 3. Some steps of backward I-V-curves 
are attributed to measurement errors of the parameter analyzer 
when automatically changing the current ranges. In the rest, 
plotted I-V curves are nearly ideal. The current increases 
exponentially under forward voltage bias and is very small and 
nearly voltage independent under backward bias. The reverse 
current steeply increases when voltage approaches breakdown 
value.  


Figure 3: Typical C-V-curve and I-V curves of varactor diodes 







 


 


Figure 4: Summarized Cjo values for several anodes diameters from 
different batches. 


 
Typical C-V characteristic of a varactor anode is also 


plotted in Fig. 3. Capacitance modulation factor (Cmax/Cmin) of 
these anodes is about 3.5, which is close to the theoretical 
model and is a good value for GaAs diodes. 


Fig.  4  summarizes  the  Cj0 values for several fabricated 
wafers with different anode diameters. Relative scattering of 
ideality factor value is because of short integration time set on 
Agilent 4156A Parameter Analyzer during I-V-measurements. 
With a longer integration time the I-V-curve looks much 
smoother and ideality factor can be estimated more precisely.  


Wafers #1 and #2 are similar and include anode diameters 
of 3.5µm, 4.0µm, 4.5µm, and 5.0µm, whereas wafers #3 and 
#4 provide anodes with diameters of 5.5µm, and 6.0µm. Cj0-
values strongly correlate to the corresponding anode size and 
cover values from about 7fF up to about 28fF for the various 
anode sizes. Cj0-value of anodes with similar diameter 
typically scatter within ±2fF but this deviation is within 
measurement accuracy. 


IV. RF-CHARACTERIZATION 
Several mm/Sub-mm wave modules have recently been 


developed and characterized, including sub-harmonically-
pumped mixer (SHM) and frequency multipliers. Some 
developments were supported by R&D-projects while others 
were driven by commercial applications and are therefore, 
optimized more for reproducibility and reliability.. Frequency 
multipliers were mainly designed as Local Oscillators (LO) 
sources for SHM. They therefore provide moderate output 
power, rarely exceeding 10dBm. This section shortly describes 
some of the most recent developments.  


A. 332GHz doubler IC 
Fig. 5 shows a doubler IC placed on a glass carrier. The 


output coupler is rather thin and long. Therefore, handling 
procedures of this structure appears very tricky. In fact, the 
output coupler consists on thin SiONx layer, which is 
sandwiched between two metallic layers. This considerably 
improves elasticity of the output coupler and simplifies  


Figure 5: Fabricated 332GHz doubler IC placed on a glass carrier. 
 


handling procedures. The doubler IC is realized using a 
balanced doubler approach with only one high breakdown-
voltage varactor diode per arm. The diodes are connected in 
anti-series (DC) and are suspended on beamleads directly in 
the input waveguide. This approach allows thermal coupling of 
the anode mesa through the massive metallic beamleads to the 
WG-block, which represents a good heatsink for the dissipated 
power. Power handling capability of such a structure is in the 
order of several tens of mW. Output power well exceeds 
minimal LO-requirements of a SHM and is achieved at high 
efficiency. 


A 166GHz power source was used to pump the 332GHz 
doubler for RF-characterization. Available output power of the 
166GHz source was around 40 to 50mW. Fig. 6 shows 
measurement results. The doubler provides output power up to 
14mW with a peak efficiency of about 30%. Standing-wave 
variations with 8GHz between peaks and are attributed to the 
mismatch between the input stage and the 166GHz source at a 
frequency spacing of C/2d. ‘d’ is therefore calculated to be 


Figure 6: Output power and efficiency versus frequency of a realized 
doubler. 


 
 







 


 


 
Figure 7: Fabricated 332GHz tripler IC placed on GelPak. 


 
approx. 18.75 mm (free space value for C) which fits in with 
the inter-doubler distance. The standing wave is easily shifted 
by adding a metal shim to increase ‘d’, as was confirmed by a 
independently -performed test. 


B. 332GHz tripler IC 
A 332GHz tripler was also constructed based on a balanced 


tripler approach with two varactor anodes per arm (4 total). 
The tripler uses a 110GHz high power source. Thermal 
dissipation from all varactor anodes required particular efforts 
but this is a separate topic. 


An optical view of a fabricated tripler circuit is shown in 
Fig.  7.  The  DC-bias  is  separated  from  the  RF-short  by  an  
integrated capacitor. This tripler provides up to 8mW of output 
power with a peak efficiency of more than 8%. 


C. 664GHz mixer IC 
A 664GHz Sub-harmonic mixer was also fabricated. The 


664GHz mixer circuit consists of an anti-parallel diode pair 
monolithically integrated with surrounding circuitry on a 
transferred membrane substrate. Fig. 8 shows an optical view 
of a 664GHz mixer IC placed back-side-up on GelPak. The 
membrane-substrate strongly adheres to the GelPak surface. A 
small air bubble between the GelPak and Film-Substrate causes 
an interference patterns near the diode region. The IF-output 
lead is free-standing. This facilitates mounting  either by 
bonding, soldering, or gluing on conductive epoxy. Wide 
lateral beamleads are also free-standing and serve to support 
the membrane as suspended-substrate approach in a waveguide 
block. RF-coupler and DC-short are not shown here because 
they are considered sensitive design features. 


Fig. 9 demonstrates the planarity of the fabricated 
integrated circuits on membrane-substrate. A side view is 
shown of a free-standing mixer-IC with the focus on a lateral 
beamlead. Fabricated IC-s are very elastic due to the 
mechanical properties of the very thin membrane-substrate and 
are virtually stress-free. 


 


Figure 8: Optical view of a 664GHz mixer IC packed on GelPak. 
 


Two mixers were RF-characterized and provided similar 
performance. This demonstrates good reproducibility of the 
developed fabrication process and employed WG-technology.  
Fig. 10 shows the RF-characterization results. The mixer 
performance is well in line with simulation results. As expected 
mixer temperature (Tmix) is under 1700K and conversion loss 
around 8.0 to 8.5dB (DSB). Optimal LO-power is around 4 to 
4.5mW at 332GHz, which is very low for this frequency and 
can be supplied by either doubler or tripler considered in this 
work.  


All measurements of the mixer use uncorrected data and 
include waveguide/horn losses and IF mismatch losses. At 
these frequencies, waveguide loss is considerable and probably 
accounts for several dBs of extra loss to the horn and in the 
horn itself. According to authors’ best knowledge, this is the 
best result worldwide to date, as this frequency. 


Figure 9: Side-view of a free-standing mixer IC with a focuse on a lateral 
beamlead. 


 


 


 







 


Figure 10: Measured performance of the 664GHz mixer. 


V. CONCLUSIONS 
A new fabrication process was developed for integrated 


Schottky structures, which aims at ultimate performance at mm 
and Sub-mm wavelengths. Electrical parameters of fabricated 
devices are well controlled. Systematic evaluation suggests 
good process reproducibility, which makes the process suitable 
for commercial and space use.  


 
 


 


Several circuit designs were successfully implemented and 
tested, including a 332GHz doubler, a 332GHz tripler and a 
664GHz mixer. Frequency multipliers were designed in such a 
way  that  they  can  be  combined  with  the  mixer  to  build  a  
complete heterodyne receiver. All modules demonstrated 
excellent performance. The combination of the 332GHz tripler 
and 664GHz SHM represents the first all-European heterodyne 
receiver at this frequency. The fabricated mixer provides Tmix 
of below 1700K and conversion loss below 8.5dB (DSB) at 
optimal LO-power of about 4mW. According to authors’ best 
knowledge, this is the best result worldwide to date, as this 
frequency. 
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Abstract- We report on the design and experimental results of 
Q-band bandpass filters for the Atacama Large Millimeter/ 
submillimeter Array (ALMA) band-1 receiver. The bandpass 
filter is required to reject the lower side band from 15.3 to 29 GHz 
while retain minimum insertion loss across the passband of 31.3 to 
45 GHz. In order to largely reduce the size and weight of receiver 
module, on-chip bandpass filter designs in GaAs pHEMT process 
are proposed. The parallel-coupled bandpass filter with quarter-
wavelength resonators is adopted to achieve a wide fractional 
bandwidth of about 37%. In addition, the capacitive/inductive 
loaded coupled-line and the stepped-impedance resonator are 
used to largely reduce the filter size. Moreover, the cross-coupling 
effect is introduced to create transmission zeros, such that the 
required stopband rejection below 29 GHz can be achieved. 
Specifically, two GaAs bandpass filters with sizes less than 0.9 
mm×0.6 mm and 1.0 mm×0.8 mm are demonstrated, which are 
smaller than our previous published work. They will be applied to 
the multi-chip-module version of ALMA band-1 receiver 
prototype for further system evaluation and feasibility studies.  


I. INTRODUCTION 


The Atacama Large Millimeter/submillimeter Array (ALMA) 
is a millimeter/sub-millimeter wave interferometer to be 
located at an altitude of about 5000 meters in Llano de 
Chajnantor, Chile. It covers the frequency range of 31 to 950 
GHz, which is divided into 10 bands coinciding with those 
transparent atmospheric windows. The ALMA band-1 receiver, 
which set the RF frequency range from 31.3 to 45GHz, is 
believed to be capable of solving important scientific topics 
including high-resolution Sunyaev-Zel’dovich effect imaging, 
cosmic microwave background, high-redshifted extragalactic 
CO lines, and probing of magnetic field strength via Zeeman 
measurements [1].  


Shown in Fig. 1 is the front-end block diagram of ALMA 
band-1 receiver, and the detail system specification can be 
found in [1]. The main purpose of the bandpass filter is to 
reject the lower side band from 15.3 to 29GHz by 25dB so as 
to ensure single sideband operation. The required performance 
on in-band (31.3 to 45GHz) insertion loss is within 1dB, with a 
return loss better than 15dB and a group delay variation within 
0.25ns. Originally the bandpass filter is designed using the 
WR22 rectangular waveguide structure as shown in Fig. 2 [2]. 
Considering the requirement of dual-polarization, 2-stage 
cascade RF amplifier modules plus the mixer and waveguide 
bandpass filter, then the mechanical size and weight will be 
larger than the upper limit of the receiver cartridge. In addition, 
since the RF LNA and mixer at the input and output of the 
bandpass filter are all based on GaAs MMICs, two additional 


microstrip-to-waveguide transitions are required to connect 
them to the WR22 waveguide bandpass filter. This introduces 
additional loss by about 1dB, not including the possible 
mismatch loss at the junctions. 


 
 


 
 


Figure 1. Block diagram of the ALMA band-1 heterodyne receiver 
front-end in this study. 
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Figure 2. (a) 3D view and (b) photograph of the 9th-order WR22 waveguide 
bandpass filter based on inductive iris for ALMA band-1 from [1]. 







On the other hand, on-chip planar filter realization will 
reduce the complexity of module assembly effectively by 
implementing the receiver in the multi-chip module (MCM) 
design. Also, both the size and weight of receiver module can 
be largely reduced in this way at the expense of higher 
insertion loss compared to waveguide filter design. Some 
previous works on the design of on-chip millimeter-wave 
bandpass filter have been done in [3]-[5]. Although very 
compact circuit sizes can be achieved, the selectivity of them is 
not so good. In our previous work [6], two Q-band bandpass 
filters based on GaAs process are proposed to achieve very 
compact circuit size as well as excellent selectivity. They can 
meet the stringent requirements of ALMA band-1 receiver as 
well as reduce the receiver size and complexity of receiver 
module assembly effectively. In this work, further size 
reduction of these GaAs bandpass filters are proposed to 
facilitate the further integration with other MMIC’s when 
implementing the receiver. 


 


II. FILTER DESIGN 


A. Filter Type-I 


Shown in Fig. 3 are the chip photo and circuit model of 
proposed Type-I microstrip bandpass filter of 6th-order. This 
filter is an extension of the parallel-coupled bandpass filter 
with quarter-wavelength (λ/4) resonators [7]. Since the 
required bandwidth is around 37%, the input and output 
couplings are modified to tapped-input form so as to achieve 
larger amount of coupling. Like that in [6], the capacitive and 
inductive loaded coupled-line structures [8]-[11] can be 
adopted to reduce the filter size. In addition, the stepped-
impedance λ/4 resonator is also used such that the length of the 
coupled-line can be reduced to as short as λ/16. As a result, 
very compact filter size can be achieved. 


In order to meet the required rejection of 25dB below 
29GHz, two transmission zeros are introduced by enhancing 
the magnetic cross-coupling M between the two microstrip 
short-stubs as indicated in Fig. 3(b). In this way, the filter 
topology becomes a 6th-order cascade quadruplet one, and the 
quasi-elliptic response can be obtained to enhance the 
selectivity. 


Based on the requirements of ALMA band-1 receiver, the 
filter is designed according to similar procedures in [10]-[11] 
using the WIN 0.5μm E/D-mode pHEMT process on 4mil 
GaAs substrate [12]. The chip size is only 1.5×1.0mm2, and the 
filter size is about 1.0×0.8mm2 not including the input and 
output pads. The measured and EM simulated results are 
shown in Fig. 4. Good agreement between them is observed. 
The measured in-band insertion loss is less than 2.9dB from 
31.3 to 45GHz, with a minimum insertion loss of 1.35dB at 
38GHz. The in-band return loss is better than 16.9dB. Two 
transmission zeros at 28.5GHz and 48.4GHz are observed as 
expected, and the rejection of lower side band (15.3 ~ 29GHz) 
is better than 31dB.  
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Figure 3. (a) Chip photograph and (b) circuit model of the Type-I Q-band 


GaAs bandpass filter for ALMA band-1. (Chip size: 1.5×1.0mm2.) 
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Figure 4. Measured and full-wave simulated results of the Type-I Q-band  
GaAs bandpass filter. 


 
B. Filter Type-II 


To further reduce the filter size and loss, the Type-II design 
shown in Fig. 5 is also implemented. Since the receiver 
specification only requires the rejection of lower side band, a 
cascade trisection filter that exhibits one transmission zero at 
the lower stopband can be adopted. In this way, the required 
rejection can be obtained with lower filter order, such that both 
the filter size and loss can be further reduced. The Type-II 
filter in Fig. 5 is also based on an extension to the 4th-order 
parallel-coupled bandpass filter with λ/4 resonators [7], with 
the input and output couplings modified to tapped-input form. 
Again, the inductive loaded coupled-line is used to reduce the 
circuit size. In addition, two cross-coupling capacitors Cc are 
introduced between resonator pairs (1, 3) and (2, 4) through 
microstrip gaps so as to achieve transmission zeros at the lower 
stopband.  
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Figure 5. (a) Chip photograph and (b) circuit model of the Type-II Q-band 


GaAs bandpass filter for ALMA band-1. (Chip size: 1.5×1.0mm2.) 
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Figure 6. Measured and full-wave simulated results of the Type-II Q-band  
GaAs bandpass filter. 


 
 
The Type-II filter is implemented using the same GaAs 


pHEMT process. Shown in Fig. 6 are the measured and EM 
simulated results. Good agreement between them is observed. 
The measured in-band insertion loss is less than 2.2dB from 
31.3 to 45GHz, with a minimum insertion loss of 0.88dB at 
38GHz. The in-band return loss is better than 16.2dB. One 
transmission zeros in the lower stopband is observed at 
28.9GHz, which is due to the cross-coupling capacitors Cc. The 
rejection of lower side band is better than 24dB. The chip size 
is only 1.5×1.0mm2, and the filter size is only about 
0.9×0.6mm2. Note that both the insertion loss and filter size are 
improved compared to the Type-I filter. 


The sizes of the proposed Type-I and Type-II GaAs 
bandpass filters are only around 0.37λg×0.30λg and 
0.33λg×0.22λg at the center frequency, respectively. They are 
smaller than the filters in [6]. In addition, they are much 
smaller and lighter-weight when compared with the original 
WR22 waveguide design, which has an outer dimension of 


30mm×30mm×40mm. Fig. 7 compares the measured insertion 
loss responses of the two proposed GaAs bandpass filters with 
the 9th-order WR22 waveguide bandpass filter in Fig. 2. Their 
in-band insertion losses are all within 3dB. The rejections at 
29GHz for these three filters are about the same. Although the 
insertion loss is larger by about 0.5~2.3dB compared to the 
WR22 waveguide filter, with the proposed GaAs bandpass 
filters, one may save two waveguide-to-microstrip transitions 
and the additional insertion and mismatch losses associated 
with them. The module assembly can also be greatly simplified. 
In addition, since the bandpass filter is at the LNA output, the 
higher insertion loss of the GaAs bandpass filter should have 
minimum impact on the receiver noise temperature, and can be 
easily compensated by manipulating the gain budgets of the 
LNA and mixer. 


Fig. 8 shows the measured in-band group delay responses of 
the proposed GaAs filters and the WR22 waveguide filter. 
Since the proposed GaAs filters employ lower filter order to 
achieve compact circuit size and additional transmission zeros 
to improve filter selectivity, their group delays are lower than 
that of the WR22 waveguide one. Also, the in-band group 
delay variations are all within the specified 0.25ns for the two 
GaAs bandpass filters, which are slightly better than that of the 
WR22 waveguide one. 
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Figure 7. Measured transmission coefficients of the two proposed GaAs 


bandpass filters and the 9th-order WR22 waveguide bandpass filter 
shown in Fig. 2. 
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Figure 7. Measured group delays of the two proposed GaAs bandpass filters 
and the 9th-order WR22 waveguide bandpass filter 


shown in Fig. 2. 







III. CONCLUSION 


In this paper, Q-band bandpass filters for ALMA band-1 
receiver are presented. To largely reduce the module size, 
weight, and complexity of module assembly, two compact 
planar bandpass filters in GaAs process are demonstrated. 
They can achieve very good selectivity and lower sideband 
rejection, and can be easily integrated in the receiver. They will 
be applied to the MCM version of the heterodyne receiver 
prototype design for ALMA band-1. 
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Abstract- We have investigated the effects of crystal defects on 


detection of terahertz waves in a polycrystalline GaAs layer 
irradiated by ultra-short pulse laser. The poly-GaAs layer was 
grown by a molecular beam epitaxy(MBE) system at abnormally 
lower temperature of 150°C and in-situ annealed at 600°C. 
Lifetime and mobility of photo-generated charge carriers in the 
poly-GaAs layers were measured and compared with those of the 
normally grown epi-GaAs layers. Grain boundaries in the poly-
GaAs layer and As precipitates in the epi-GaAs layers were both 
responsible for trapping of the charge carriers. Terahertz wave 
radiation detected with a photoconductive antenna device 
fabricated by using the poly-GaAs layer showed a higher signal to 
noise ratio than those of the epi-GaAs layers. Measurement and 
calculated results of mobility and terahertz wave detection 
properties revealed that the grain boundaries are more efficient 
than the As precipitates for the trapping of the photo-generated 
carriers..  


 


.  INTRODUCTION 
Low temperature grown GaAs layers (LT-GaAs) containing 


As-precipitates are the most successfully employed material 
for a generation and detection of pulse and continuous THz 
waves for time domain spectroscopy and T-ray imaging.[1] 
Epitaxial LT-GaAs layers have long been used on account of 
its high mobility, high breakdown voltage and short carrier 
life-time[2-6]. It has been reported that micro-defects known as 
As-precipitates produced during the growth in As-rich 
environment play a role of trapping the photo-generated charge 
carriers[7,8]. So, the control of density and size of the As-
precipitates is one of the important factors for the high quality 
terahertz wave. We have investigated instead a polycrystalline 
GaAs(poly-GaAs) layer grown at abnormally low temperature 
150°C rather than epitaxial GaAs(epi-GaAs) layers grown at 
normal temperature 250~400°C. At the temperature lower than 
normal growth, poly-GaAs layers are grown instead of epi-
GaAs layer after in-situ annealing[9,10]. For the terahertz 
application, the poly-GaAs layer has not been used so far 
because of the random nature of the grain boundaries and 
irregular shapes and orientation of the grains. Drawbacks of 
electrical and structural control of the polycrystalline layers 
containing grain boundaries have limited the usage of the poly-
GaAs layers in the terahertz studies. However, carrier lifetime 
of the poly-GaAs layer is sufficiently short for the terahertz 
generation and detection [10]. In this work, we characterized 
the microdefects in the LT-GaAs layers and investigated the 


relationship with the mobility and lifetime of charge carriers 
photo-generated by ultra-short laser pulse. 


. EXPERIMENTS 
2 inch diameter semi-insulating GaAs (SI-GaAs) wafers of 


(100) orientation were used as substrates for the growth of 
GaAs epitaxial layers. A conventional molecular beam epitaxy 
(MBE)  system  was  employed  to  grow  the  GaAs  layers.   
Temperature range of the growth was 150~400°C and growth 
time  was  fixed  to  90min.  In  the  MBE  chamber,  As-rich  
ambient has been maintained during the growth to produce 
point defects of As-precipitates which can play a role of 
trapping sites of photo-generated charge carriers generated by 
irradiation of ultra-short pulse laser beam. The As4/Ga beam-
equivalent-pressure (BEP) ratio in the chamber was 15~20. 
The grown GaAs layers were in-situ annealed in the MBE 
chamber at 600°C for 10min under an ambient of As 
overpressure. Microstructures of the GaAs layers were 
observed by using a high resolution transmission electron 
microscope and crystalline properties were characterized by x-
ray rocking curve analysis. Carrier lifetime of the photo-
generated electrical charges and electrical mobility of the 
carriers were measured by using a time resolved reflectivity 
spectrometry and a Hall measurement system, respectively.  


The properties of generation and detection of terahertz 
waves were measured by irradiation of ultra-short laser pulses 
into photoconductive antenna devices patterned on the LT-
GaAs layers. The terahertz photoconductive antenna (PCA) 
devices were fabricated by depositing Ti/Au contact metal on 
the surface of the LT-GaAs layers and patterning it with a 
standard lift-off process.  A dipole antenna of 10 m width and 


m center gap was patterned for the detection, and a coplanar 
transmission line of 10 m width and 29 m separation for the 
generation  of  the  terahertz  waves.  DC  bias  voltage  at  the  
photoconductive antenna was 20V. A high resistivity hyper-
hemispherical silicon lens was attached to the backside of the 
SI-GaAs substrate of the antenna device in order to reduce the 
reflection loss at the air-substrate interface and to enhance the 
radiation collection efficiency. The terahertz wave experiments 
have been carried out by using a conventional terahertz time 
domain spectroscopy (THz-TDS) system. The excitation 
source was a mode-locked Ti: sapphire (Al2O3)  laser  with  a  
pulse width 30fs and a repetition rate 80MHz. The center 
wavelength of the laser was 794.4 nm. The photoconductive 
antenna device with a 350°C grown LT-GaAs layer was used 
for the generation of terahertz waves, and the detection 
properties of 150, 250, 300 and 400°C grown GaAs layers 







 


were measured. The incidence laser powers on generation and 
detection devices were 10 and 15mW, respectively. And the 
THz-TDS  system  was  enclosed  in  a  N2-purged dry station to 
reduce the terahertz wave power absorption due to residual 
water vapors in the air of the terahertz wave beam path. Fig. 1 
shows  a  configuration  of  the  THz-TDS  system  used  for  the  
detection of terahertz waves. 


 
Fig. 1 Configuration of THz-TDS system used for the measurement of 
the terahertz detection properties of the LT-GaAs layers 
 


. RESULTS & DISCUSSION 
Cross section transmission electron micrographs of the LT-


GaAs layers  are  shown in  Fig.  2.  In  the  as-grown state  of  the  
layer grown at 150°C, the image contrast owing to dislocation 
loops and extended dislocations are clearly seen inside the 
layer, while in that grown at 250°C, any image contrast due to 
crystal defects are not observed. The distribution of the 
dislocation loops through the thickness of the layer grown at 
150°C. After 600°C in-situ annealing, the dislocation-
containing layer has recrystallized to a polycrystalline state. 
The transmission electron micrograph with a corresponding 
electron diffraction pattern of the layer points out that epitaxial 
growth of the layer have already been destroyed at the initial 
growth stage, and the orientation and size of the grains are 
randomly distributed through the thickness of the layer,  
revealing that the stress produced by the excess As atoms have 
existed during the growth and annihilated by producing crystal 
defects. The high resolution image of the layer-substrate 
interface illustrates that there is no more crystalline coherency 
between the  SI  GaAs substrate  and the  poly-GaAs layer.  And 
any evidence of the As-precipitates are not found in the image, 
suggesting that during the annealing process, excess As atoms 
move to the grain boundaries and agglomerate at the inter-
grain sites or diffuse out to the surface through the grain 
boundary channel. The range of grain size of the poly-GaAs 
layer  was  measured  to  be  50  ~  300nm and average  grain  size  
was 210nm diameters. Microanalysis of the As concentration 
at the grain boundaries using an energy dispersive x-ray 
spectrometry (EDX) informed that there was not a big 
difference of atomic concentration of As between inter and 
intra granular position within the detection limit of EDX 
system (0.1~1.0 atomic %). As a consequence, it seems that 
most of the excess As atoms have escaped out of the layer by 
diffusion during the annealing process. The cross section 
morphologies of the layers grown at 250 to 400°C and in-situ 
annealed at 600°C respectively, indicate that the layers are 
single crystalline with corresponding electron diffraction 


patterns showing typical [2-20] spot patterns. In the layers, 
uniformly distributed black dots are observed, and the size and 
the dot-to-dot space distance are 2~30nm. The high resolution 
images of the layers point out that the dots are As precipitates 
produced during the in-situ annealing. Youn et. al.[8] have 
characterized the dots to be As precipitates by using EDX 
microanalysis and high resolution lattice images of Moire 
fringe caused by overlapping the crystallites of As4 precipitates 
with the GaAs matrix. Average size and density of the 
precipitates more or less depend on the growth temperature of 
the layer. The diameter of the precipitates increases and the 
density decreases with the growth temperature as noted in 
Table 1. Most of the excess As atoms have escaped out of the 
layer during the followed heat treatment at 600°C and the 
amount of the residual As atoms in the layer influence the 
distribution behavior of the As precipitates after in-situ 
annealing.  


 


 
Fig. 2 Cross section transmission electron micrographs for LT-GaAs 
layers of as-grown and after in-situ annealing showing poly- and epi 
GaAs states 
 


Fig. 3 shows high resolution x-ray diffraction double crystal 
rocking curves (DCRC) of GaAs (400) peak for the LT-GaAs 
layers grown at various temperatures. The GaAs (400) peak at 
=33.023° is due to the SI-GaAs substrates and the side peak at 


left shoulders are associated with the LT-grown GaAs layers. 
The curves of the layers grown at 250, 300 and 400°C show 
that additional side peaks are observed at the slightly small 
diffraction angle from the (400) peak in as-grown states and 
then disappear after 600°C in-situ annealing. During the 
growth of the GaAs layers at low temperature in an As-rich 
ambient, the excess As atoms are incorporated in the layer, 
because the excess As atoms do not have sufficient energy to 
escape out of the layers. Thus, at the lower growth temperature, 
the number of the incorporated excess As atoms must be higher. 
The peaks observed at the left side of the GaAs (400) peak 
indicate that excess As atoms positioned in the interstitial and 
anti-site cause the compressive strain in the GaAs lattice and 
then increase the lattice parameter and make the crystalline 
properties unstable. The separation distance between side 
peaks and (400) peak increase with decreasing growth 







 


temperature. The expansion of the lattice parameters can be 
calculated by using Bragg’s law, 


 


 


                                       (1) 
 
where, d and d the lattice parameter and the increment, and  
and  the diffraction angle and the increment. In this work, 
the increase of lattice parameters during the growth of the LT-
GaAs layers were calculated to be 0.130, 0.094 and 0.036% at 
the growth temperature of 250, 300 and 400°C, respectively. 
On the other hand, poly-GaAs layer grown at 150°C shows 
only (400) GaAs peak, and the side peaks are not observed. It 
suggests that 150°C is not an enough temperature for the 
epitaxial growth of the layer, and the compressive strain due to 
the  excess  As  atoms  is  too  high  to  maintain  the  epitaxial  
crystallinity of the layer. Thus, to release the stress in the 
layers, crystal defects such as dislocations, stacking faults and 
anti-phase boundaries have to be produced in the layer, and 
therefore the change of lattice parameter and additional side 
peak are not observed in the x-ray rocking curve. After 600°C 
in-situ annealing, the side peaks are not observed for all of the 
GaAs layers any more. It indicates that the excess As atoms in 
the off-lattice sites have redistributed and agglomerated to 
generate As-precipitates in a stable crystalline state with 
sufficient thermal energy.  
 


  
Fig.  3  X-ray  rocking  curves  of  LT-GaAs  layers  for  as-grown  at  


various temperatures and in-situ annealed. 
 
The As precipitates in LT-GaAs normally take a role of the 


recombination center for charge carriers which have been 
generated by ultra-short laser pulse irradiation. For high signal 
to noise ratio of terahertz waves, a high mobility and a short 
carrier lifetime are necessary conditions of the GaAs layers, 
and intentionally formed As precipitates can shorten the carrier 
lifetime. Fig. 4 shows the carrier lifetime of the LT-GaAs 
layers according to the growth temperature measured by time 
resolved reflection spectrometry. The poly-GaAs layer grown 
at 150°C shows the shortest carrier lifetime and for those of the 


epi-GaAs layers the lifetime increase with the growth 
temperature, indicating that the microstructure and the 
distribution of crystal defects are closely related to the 
behavior of the charge carriers. Grain boundaries and As 
precipitates are strong capturing sites of the carriers. The grain 
boundaries have higher energy states than the inside of the 
grain, and there exist a lot of dangling bonds and interface state 
charge. Thus, transient level energy states could be generated 
in the band gap of GaAs, and then they will work as 
recombination centers for electron-hole pairs.  
 


 
Fig. 4 Carrier lifetimes of the poly-GaAs and epi-GaAs layers grown 
at various temperatures and in-situ annealed at 600°C. 


 
Fig. 5 shows measurement results of the mobility and 


carrier density of the GaAs layers by using a Hall measurement 
and a van der Paw method. In Fig. 5, the poly GaAs shows the 
higher electrical mobility and the lower carrier density than 
those of the epi-GaAs layers.  The mobility of the charge 
carriers in the LT-GaAs layers must be strongly influenced by 
the behavior of the micro-defects. We have calculated the 
mobility of the charge carriers by considering a simple model.  


 


  
Fig. 5 Mobility and carrier density of the poly-GaAs and epi-GaAs 
layers grown at various temperatures and in-situ annealed at 600°C. 
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                                         (2) 


  
where dc is the usual mobility of the material,  and vd the drift 
velocity and E the electric field due to DC bias voltage on the 
photoconductive antenna. The average drift velocity can be 
obtained by dividing the travel distance by the carrier lifetime. 
The travelling distance of the photo-generated charge carriers 
in the poly-GaAs layer could be the same as the average 
diameter of the grains. So, the average drift velocity of the 
electrical charge carriers in poly-GaAs layer is 1.21x108cm/s. 
When  we  consider  the  DC  bias  voltage  20V  and  5 m center 
gap, the dc mobility is calculated to be 3,017cm2/V.s.  


In the epi-GaAs layers containing As precipitates, the 
travelling distance of the charge carriers have to be determined 
by another way. Here we have imported the concept of a mean 
free path. By assuming that the mobile particles (electrons and 
holes in this work) have a Maxwell distribution of velocities, 
the mean free path of the carriers through the As precipitates 
can be given by[11] 


 
                            (3) 


 
where l the mean free path of the charge carriers,  the 
scattering cross section of the collision particles (As 
precipitates), and n the number of particles in unit volume 
(density of the As precipitates).  can be given by the average 
cross sectional area of the As precipitates,  
 


                                (4) 
 
where d the average diameter of As precipitates. The density of 
the As precipitates in the layer n can be calculated by assuming 
that the As precipitates are uniformly distributed at the position 
of diamond cubic lattice points with a constant space s, and 
then it can be given by 
 


.                            (5) 
 
The mean free path of the mobile particles in the layer, the 
travelling distance of the charge carriers l, in eq (3) can be 
given by using eq. (4) and (5)  


Table 1 denotes a relationship of lifetime and dc mobility to 
the travel distance of the carriers determined by transmission 
electron micrographs and eq. (6). The calculated values of 
mobility in Table 1 and the measured ones in Fig. 4 have a 
same trend of increase at temperature region where the GaAs 
layers have grown epitaxially. It shows that the introduction of 
the mean free path and the assumptions for the calculations are 
consistent with the real process. The poly-GaAs layer grown at 
150°C shows the highest value of the mobility both for 
measured and calculated results. It means that the carriers 
move  more  rapidly  in  the  each  grains  of  the  polycrystalline  
than in the epitaxial matrix containing As precipitates. The 
carrier density of the poly-GaAs layer in the Fig.4, however, 


shows the lowest value, indicating that the grain boundaries are 
stronger trapping sites of the charge carriers.  
 


                        (6) 
 
Table 1 Calculation of carrier mobility in the LT-GaAs layers 


Tg. (°C) 150 250 300 400 


Crystal  
structure 


Poly 
l=210nm 


Single 
d=2.5nm 
s=7.4nm 


Single 
d=2.7nm 
s=12.4nm 


Single 
d=5.2nm 
s=28.4nm 


Travel  
distance (nm) 210 89.9 362.8 1,175.0 


Lifetime  
 (ps) 


0.174 0.194 0.738 1.47 


mobility dc  
(cm2/V.s) 


3,017 1,177 1,228 1,998 


 
 


 
Fig. 6 Measured terahertz wave forms and frequency domain spectra 
inset for the LT-GaAs layers grown at various temperatures 


 
Terahertz waves detected by a typical photoconductive 


antenna based terahertz time domain spectroscopy (THz-TDS) 
system are shown in Fig. 6 for the GaAs layers grown at 150, 
250, 300 and 450°C, and annealed at 600°C, respectively. Inset 
in the graph are the corresponding frequency domain spectra of 
the terahertz waves. For all of the GaAs layers, the bandwidths 
of the terahertz wave are in the range of 0.1 to 3.0THz. The 
signal to ratio of terahertz wave detected with the poly-GaAs 
layer  is  higher  than  those  with  the  epi-GaAs  layers.  For  the  
single crystalline layers containing As precipitates, dependence 
of the signal to ratio on the growth temperature is not so strong. 
It is consistent with the variation of the mobility values 
measured and calculated as shown in Fig. 5 and Table 1. 


 
. CONCLUSION 


We have investigated a relationship between microstructure 
of the defects and terahertz wave detection property in the LT 
GaAs layers. The grain boundaries in the poly-GaAs layer 
grown at abnormally lower temperature and the As precipitates 







 


in the epi-GaAs layers both responsible for the trapping of 
photo-generated charge carriers by irradiation of ultra-short 
pulse laser. The poly-GaAs layer showed the shortest carrier 
lifetime and the highest mobility. Grain boundary effects and a 
mean free path were employed to calculate the mobility in the 
poly- and epi-GaAs layers. The calculated values show a 
consistency with the measured ones, indicating that the 
assumptions and the concept of mean free path have validity. 
The highest signal to noise ratio of terahertz wave detection 
was obtained with the poly-GaAs layers, pointing out that the 
poly-GaAs layer can be used in the photoconductive emission 
and detection of terahertz waves. Poly-GaAs layers can be 
grown  on  any  substrates  other  than  SI  GaAs  such  as  silicon,  
quartz,  sapphire  etc.  It  opens  the  possibility  of  changing  the  
substrate and growing methods to realize high efficiency 
photoconductive devices with low processing costs for the 
terahertz wave systems.  
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Abstract- Time-delay multiplexing is a method where the 
frame rate of a single-transceiver terahertz imaging radar can be 
doubled by splitting the transmitted beam into two beams of 
orthogonal polarization, and then scanning the beams over two 
separate regions of a target simultaneously. We previously 
demonstrated multiplexing at 4 m standoff distances in a 670 
GHz imaging radar, using waveguide components to split the 
beams and rotate their polarization.  However, significant ohmic 
losses through the waveguide components were measured, and 
finite transmit/receive coupling contributed to a substantial 
dynamic range reduction.  In this contribution we demonstrate 
radar multiplexing in a 670 GHz imaging radar operating at 
longer standoff distances of 25 m, and we present an all-
quasioptical approach for beam splitting and polarization 
rotation.  By eliminating the extra waveguide components, we 
have achieved a frame rate doubling from 0.5 to 1 Hz with 
negligible signal attenuation and transmit/receive leakage. 
Moreover the same multiplexing technique can be used to send 
two signals with orthogonal polarizations to the same target spot 
and obtain the full polarization matrix. 


I. INTRODUCTION 


The frequency-modulated continuous-wave (FMCW) radar 
technique at high frequencies has been demonstrated to be a 
powerful system to detect concealed objects on a person [1]. 
The NASA Jet Propulsion Laboratory’s imaging radar 
operates at 670 GHz with a nearly 30 GHz bandwidth that 
enables sub-centimeter range resolution. Since the system 
concept was reported in [1] and good quality through-clothes 
images were obtained, a significant engineering effort has 
been made to shorten the image acquisition time. In this 
contribution, we describe the main developments in the radar 
optics that have been implemented to accelerate the imaging 
frame rate. 


In the 4 m standoff prototype radar, an image was acquired 
by mechanically rotating the entire radar platform, which 
translated in acquisition times on the order of several minutes.  
The current imaging radar implementation uses a fast rotating 
subreflecting mirror instead, enabling frame rates as high as 1 
Hz. The radar optics have already been described in detail [2], 
[3]. Figure 1 shows a photograph of the optics: a 1 m diameter 
ellipsoidal reflector focuses the beam to a (two-way) spot size 
of about 1 cm at 25 m standoff. The antenna system consists 
of a confocal geometry having a magnification of 10. This 
large magnification translates into smaller secondary optics 
necessary for the rapid scan. The secondary reflector is 


illuminated by a collimated beam that reflects from a 13 cm 
diameter tilting flat mirror used to scan the radar beam over 
about ±2.5° in elevation and azimuth. Taking into account the 
system magnification, this translates to a field of view of ±25 
cm at the standoff range of 25 m. The antenna system has 
been optimized to have minimal beam aberrations over the 
field of view. The beam profiles over the field of view have 
been verified and presented in [3]. Several system bottlenecks 
have also been overcome achieve 1 Hz imaging rates. The 
main ones are the acceleration of the scanning mirror, a faster 
chirp time and faster signal processing, all of them described 
in detailed in [4]. 


 


 
Fig. 1: Photograph of the optical system of the JPL’s fast-scanning, long-
range 0.67 THz imaging radar. 


Further increasing the radar’s imaging speed is important to 
avoid image blurring due to target motion during image 
acquisition, and it could enable larger fields of view to be 
obtained in a shorter time. Faster scanning optics will help 
reach somewhat higher speeds, but because a scanning 
motor’s acceleration scales as the inverse square of the 
imaging time, it is unlikely to be done in a cost effective 
manner. As an alternative, the method described here doubles 
the radar frame rate without any modifications in the scanning 
mechanism, source power, or back-end electronics hardware. 
It is based on time-delay two-beam multiplexing, which was 







previously described and demonstrated by us in the 4 m 
standoff radar prototype [5]. The multiplexing technique 
consists of generating a second beam with the power lost from 
the transmit/receive beam splitter (used to separate and 
combine the outgoing and incoming radar signals). The 
second beam goes through a quasi-optical waveguide to 
introduce a time delay with respect to the original beam. As a 
consequence, both signals can be distinguished from each 
other as a shift in the FMCW radar's down-converted 
frequency spectrum. 


Originally, a waveguide approach to beam splitting was 
implemented, with a view toward a possible future extension 
to multiplexing a linear transceiver array. However, we found 
that discrete waveguide components used for duplexing and 
polarization rotation presented too-high ohmic losses and 
transmit/receive leakage. Therefore in [4], we proposed an 
alternative all-quasioptical approach to time-delay 
multiplexing, and its implementation is described here.  


 


 
Fig. 2: Description of the scanning system. 


Aside from improving a radar’s imaging speed, the 
multiplexing technique can also be used to implement a fully 
coherent polarimetric radar transceiver with no additional 
transmitter or receiver hardware. In contrast, conventional 
polarimetric radars require dual transmitters and/or receivers 
dedicated for the two polarization components. The 
quasioptical multiplexing system describe here can easily be 
used for polarization measurements by just pointing the two 
multiplexed beams towards the same target point as described 
in next section. This polarimetric multiplexing could be useful 
in high frequency radar systems for future earth observation 
applications. 


 


II. QUASI-OPTICAL SYSTEM DESCRIPTION 


The radar optical system can be divided into two main parts: 
the scanning system and the feed system. The scanning system 
is shown in Fig. 2. It is composed of the main ellipsoidal 
reflector with a far focus at the standoff plane 25 m away. The 
main reflector is illuminated by a secondary parabolic mirror 
that focuses a collimated beam to the main reflector’s close 
focus. The collimated beam is generated at the feed optics, and 
it is scanned by a flat mirror mounted on orthogonal rotary 


motor stages. This mirror is rotated an angle θm about two 
axes (elevation and azimuth), steering the collimated beam by 
θsm = 2θm. Because of the confocal geometry, the beam is then 
focused at the standoff plane by the main antenna, and steered 
towards a stop in the field of view (FoV) situated at a distance 
from the FoV's center of ρs ≈ 2.5θsm, where θsm is given in 
radians (we have assumed a beam deviation factor of 1, for 
simplicity).  


Such an optical configuration will scan the intermediate 
image plane’s collimated beam towards different location ρs 
of the field of view. The feed optics used to generate the 
collimated beam consist of a simple parabolic reflector that 
transforms the horn beam into the collimated beam in the 
intermediate image plane. For the multiplexed system describe 
here, the feed optics is modified to implement spatial and 
temporal multiplexing of the beam as described in the 
following two subsections for the polarimetric and fast 
imaging implementation. 


 


A. Polarimetric Radar System 


The feed optics for a polarimetric measurement 
configuration is shown in Fig. 3. The first step is to divide the 
transmitted signal power into two beams using a beam splitter. 
The beam transmitted by the beam splitter, with horizontal 
polarization (referred in the following as H) is allowed to pass 
unaffected through a vertically oriented wire grid. Then it 
proceeds to the radar’s scanning optics after reaching the feed 
parabolic reflector. This beam path is basically the same as 
without the multiplexing. The beam is collimated at the 
intermediate image plane and scanned along the field of view 
by the scanning optical system. 


The other beam, reflected by the beam splitter, is first 
collimated and then passes through a second vertically 
oriented wire grid. Then it retro-reflects from rooftop reflector 
oriented at 45°, which rotates the beam’s polarization from H 
to V. Therefore the beam now reflects from the second wire 
grid into the quasi-optical waveguide (i.e. free space 
reflectors). This series of reflectors have an intermediate focus 
placed at the same distance to the first wire grid, Lf, as 
transmit horn is. In this way, the two beams, now with 
orthogonal polarization, are co-aligned at the intermediate 
image plane. This implies that they are scanned to the same 
spot in the field of view by the scanning system; see Fig. 4. 
The quality of the beams is very good over the whole field of 
view. 


The V beam is delayed in time by propagation through the 
quasioptical waveguide for a total extra path length Ld ≈ 100 
cm with respect to the unaffected H beam. This delay is key to 
discriminating between the two signals. From this delay, there 
will be a relative frequency shift of the V signal on the IF 
channel corresponding to a time delay 2Ld /c, or equivalently, 
a range delay of Ld. As long as this length is much larger than 
the target object’s range extent, there will be two 
distinguishable clusters of peaks in the FMCW radar’s range 







spectra. Figure 5 shows an example of such spectrum for the 
670 GHz radar operating in a multiplexed polarimetric mode 
and illuminating a single target. The first cluster of peaks 
correspond to the H signal SHH. The second cluster 
corresponds to the cross-polarization signal SHV+SVH, and it is 
located with a 50 cm range shift because the extra path length 
is only traveled through once for the case where polarization 
occurs. The final cluster of peaks, separated by the 100 cm 
range delay, corresponds to the SVV polarization scattering 
parameter.   


 
Fig. 3: Description of the feed system for the polarimetric system. 


 


 
Fig. 4: Beams of the polarimetry radar system simulated with GRASP.  


 


 


Fig. 5: Spectrum example of the radar system operating in a polarimetric 
detection mode. 


 


B. Fast Imaging Radar System 
 
The multiplexing technique was originally developed  in [5] 


to reduce the acquisition time by a factor of two without the 
need of any additional RF hardware. This can be achieved in 
the current implementation by displacing the H and V beams 
so they point to different spots in the field of view. The field 
of view is divided in two halves, over which each beam scans 
separately. See Fig. 6. The division is done at the intermediate 
image plane level so both beams are then scanned together by 
the scanning system. As explained in [3], it is preferable in 
terms of speed improvement to divide the field of view 
horizontally when fast scanning is in the vertical direction. A 
division of the horizontal field of view by N will then be 
directly translated to an improvement of N in the acquisition 
frequency.   


 


 


Fig. 6: Beams of the fast imaging radar system simulated with GRASP. 
 
 
Figure 7 shows the scheme of the feed optics when 


configured for fast imaging operation.  We want to have the 
beams pointing at ρs = ±FoV/4 in the horizontal plane. 
Therefore we need to introduce an angular beam tilt at the 
subreflector of the scanning optics of θsm ≈ ±FoV/10. This 
beam tilt can be generated directly on the collimated beams at 
the intermediate image plane. This is done so both beams can 
be scanned simultaneously with the scanning antenna system.  
This beam tilt is represented in Fig. 7 as θh and it will be 
approximately FoV/10. The necessary beam tilt of the H beam 
can be achieved by displacing the transceiver a distance dh 
over the focal plane (in such case θh ≈ dh/F, being F the focal 
distance of the feed reflector). To achieve the -θh beam tilt of 
the V beam, we need to displace the intermediate focus of the 
quasi-optical waveguide so its equivalent focus (described 
with a gray triangle in Fig. 7) is at -dh over the focal plane. 


In this configuration. the H beam is also delayed in time 
with respect to the first one by the propagation through the 
quasioptical waveguide. Therefore, in the radar spectrum, both 
signals will be also separated by Ld. The beams point to 
different spots in the target, and the spectrum in this 
configuration does not have the cross-polarization signal SHV.   







 
 
Fig. 7: Description of the feed system for the fast imaging configuration. 


 


III. SYSTEM MEASUREMENTS 


Figure 8 shows a photograph of the multiplexing 
implementation of the feed optics in our 675 GHz radar. The 
system has been validated in both configurations. The of use 
all-quasioptical components for duplexing (a beam splitter) 
and polarization rotation (a wire grid/rooftop reflector 
combination) ensures a low loss of 1-2 dB and negligible 
direct Tx/Rx signal leakage.  


The beam profiles were experimentally validated by 
imaging small gold beads. Figure 9 shows the measured beam 
profiles at a similar spot over the field of view for the V and H 
signals. Looking to this figure, we can conclude that both 
signals present comparable resolution and similar level, 
validating the low loss propagation through the quasioptical 
waveguide. 


Figure 10 shows an example of a fast 1 second image 
obtained with the multiplexing system. The image processing 
basically divides the scene in half and analyses the 
multiplexed signals spectrum for each half.  Without the two-
beam multiplexing, the image of Fig. 10 would have taken 2 
seconds (0.5 Hz) to acquire.  


 


IV. CONCLUDING REMARKS 


The JPL’s 670 GHz imaging radar is effective as a tool for 
performing a rapid long standoff imaging. The use of fast-
optics and time-delay multiplexing has recently led to radar 
imaging frame rates of 1 Hz at 25 m standoff range. The 
system presented here is on the border of what can be 
achieved with commercial rotating mirrors and the limited 
available signal to noise related to high frequency 
components. Therefore future efforts will concentrate on 
multi-beam target illumination using a small transceiver array 


combined with a similar time-delay multiplexing system as the 
one presented here.  


 


 


Fig. 8: Photograph of the multiplexing feed optics. 


 


 


(a)    (b)  


Fig. 9: Multiplexed beam profile measurements: (a) horizontal and (b) 
vertical polarization. 


 


Fig. 10: Concealed object image with the fast configuration multiplexing. 
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I. ABSTRACT 


The terahertz (THz) regime, which has long been known of 
rich scientific opportunities, remains the last frequency 
window to be fully explored in astronomy. One difficulty is 
that the earth’s atmosphere has significant absorption for THz 
signals, while the other is the technical challenge of 
developing sensitive coherent and incoherent detectors. With 
outstanding sensitivity, superconducting mixers and detectors 
are playing an increasingly important role in THz astronomy. 
In this paper, the latest results for the THz superconducting 
mixers and detectors developed at Purple Mountain 
Observatory (PMO), CAS, are presented. 
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Abstract- In  this  paper  we  review  various  kinds  of  antenna  


technologies for millimetre wave applications. This includes 
multilayer planar antennas (small antennas and large antenna 
arrays) in PCB (Printed Circuit Board), SIW (Substrate 
Integrated Waveguide) and LTCC (Low temperature co-fired 
ceramic) technology, and volumetric and large aperture antennas 
(dielectric and discrete lenses).  


I.   INTRODUCTION 


The millimetre-wave (mm-wave) band (30-GHz ~ 300-
GHz) is about ten times broader than the centimetre wave one 
(3-GHz ~ 30-GHz). This large available bandwidth is thus 
favourable for many high data rate or high resolution 
communication and radar systems like: i) broadband high 
data-rate indoor (smart home, gigabit offices) and outdoor 
wireless communication systems around 38 GHz and 60 GHz 
[1]-[3], ii) Wireless Personal Area Networks (WPANs) in the 
60-GHz band [4],[5], iii) Radio over Fiber (RoF) systems [6], 
iv) Intelligent Transport Systems (ITS) (short range / long 
range / multi-function automotive radars at 77 GHz and, in the 
near future, from 77 GHz to 81 GHz for ultra wide band 
(UWB) high-resolution short range radars [7],[8]), v) Passive 
and active imaging / sensing, security and surveillance 
systems in public areas (airports, stations, etc.) at mm and sub-
mm waves, vi) or instrumentation (time-domain or frequency-
domain spectroscopy, quasi-optical receivers and systems). 


One of the most promising applications boosting nowadays 
the research in the lower part of the mm-wave spectrum is 
based on the wide unlicensed frequency band around 60 GHz. 
The recent developments in CMOS technology allow 
designing cost-effective antenna terminals for WLAN with 
high data rate (up to 2~4 Gbps, for transfer of uncompressed 
video signals) or the emerging millimetre-wave identification 
systems. Moreover, the 71-76 and 81-86 GHz bands (widely 
known as "E-band") are permitted worldwide for ultra high 
capacity point-to-point communications, up to 10 Gbps in the 
future over the distances of several miles.  


Due to this very wide diversity of applications, many 
different kinds of mm-wave passive, active and integrated 
antennas and systems (systems on chip (SoC), systems in 
package (SiP)) have been introduced over the last decade.  


In this paper, we review some recent achievements for 
planar (Section II) and volumetric (Section III) antennas at 
millimetre waves, with emphasis on operating frequencies 
below 100 GHz.  


 


II.   PLANAR ANTENNAS  


The LTCC (Low-temperature cofired ceramic) multilayer 
technology is very attractive to integrate passive components 
with MMICs in a single, cost-effective package. Passive 
structures (filters, transitions, antennas) can be integrated on 
different layers, leading to 3-D miniaturized integrated 
modules. Cavities and metallized vias can be also processed. 
On of the main challenges for LTCC technology at millimetre 
waves is the fabrication accuracy (conductors and spacing) 
because LTCC tapes shrink by about 10-15% during sintering, 
and shrinking effects have to be taken into account at the early 
stages of the design process. The manufacturing reliability of 
LTCC circuits and the associated tolerances have been studied 
in [9].  


Many different kinds of LTCC antennas ranging from 
simple radiating elements up to large antenna arrays have been 
proposed recently. In the first case, low-gain (from 5 to 7 dBi) 
aperture-coupled patch antennas [10], Yagi antennas [11] or 
tapered slot antennas [12] have been published for 60-GHz 
applications. 


Due to the relatively high dielectric constant of LTCC 
materials, patch antennas on LTCC may suffer from a narrow 
bandwidth and a reduced antenna efficiency (due to surface 
wave loss). One solution to overcome this limitation consists 
is accommodating an air cavity inside the patch substrate to 
reduce the effective permittivity, broaden the bandwidth and 
increases the gain. Solutions have been proposed in Ka-band 
[13] and more recently in V-band (16-element antenna array 
with corporate feed network [14], grid array antenna [15] for 
Antenna-in-Package solutions [16]).  


To provide higher antenna gain, microstrip antenna arrays 
on LTCC have been proposed (e.g. a 4×4 array integrated in a 
compact System-on-Package (SoP) transmitter module in 
[17]). EBG-based solutions can be also implemented to reduce 
mutual coupling between antenna elements [18].  


The SIW (Substrate Integrated Waveguide) approach 
[19],[20] is also very promising to build effective beam 
forming networks for antenna arrays at millimetre waves. If 
we focus our attention on multiple-beam passive antennas 
[21]-[30], three main configurations have been studied over 
the last two years: i) beam forming networks with T-junctions 
[21] for beam switching applications [24],[26], ii) R-KR [23], 
Rotman [25], Butler [26], Blass [27], Nolen [28] lenses, and 
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finally iii) integrated reflectors [22],[29],[30]. These solutions 
will be discussed during the presentation. Recent results 
obtained with pillbox antennas will be presented at 24 and 77 
GHz. 


 


III.   VOLUMETRIC ANTENNAS  


For high-gain applications, electrically large antennas are 
often needed. We briefly review below three antenna solutions, 
namely integrated lens antennas (ILAs), discrete lenses / 
transmit-arrays, and folded reflect-arrays.  


Existing focusing systems based on lens antennas are 
summarized in Fig. 1. During the presentation, we will focus 
our attention on recent achievements on integrated lens 
antennas, including shaped lenses for beam shaping 
applications (e.g. [32]-[34]), reconfigurable lenses [35] and 
ultra wide band configurations [36],[37]. 
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Figure 1: Mm-wave focusing systems and relevant lens technologies [31]. 
 
Dielectric lens antennas can be viewed as “analogue” phase 


correcting devices. Their “digital” counterpart is often referred 
to as “discrete lens antennas” or “flat lens antennas” [38],[39]. 
Alternative terminologies have been also employed like 
transmit-array antennas [40],[41] or antenna-filter-antenna 
systems [42]. One of the first demonstrations of the 
performance of passive transmit-arrays in the 60-GHz band is 
available in Ref. [43]. Some of these results will be presented. 


Active transmit-arrays have been also studied in Ka-band for 
beam scanning applications [44].  


Finally, the main features of transmit-arrays will be 
compared to folded reflect-arrays [45] at millimeter-waves. 
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Abstract- As the rapid development of silicon based process, it 


could be predicted that the silicon based integrated circuits will 
be practicable over millimeter wave band and partially 
applicable in submillimeter or terahertz band in recent years. In 
this paper, we will summarily review the new progress in the 
State Key Laboratory of Millimeter Waves, including various 
kind of CMOS based millimeter wave band active circuits and 
submillimeter wave band passive components. These ICs have 
been achieved under the support from National Basic Research 
Program ("973" Program) of China. 


I. INTRODUCTION 


With the rapid development of commercial wireless 
communication system, the “golden spectrum” below several 
GHz is now crowded with various applications, such as 
mobile communication application, wireless access and 
wireless internet application. In recent years, the research 
focus has paid more attention to higher frequency band 
especially millimeter wave frequency band, since it has much 
more spectrum resources, which can also support very high 
speed wireless communications. Although the millimeter 
frequency up to 300GHz has been planned over world, it is 
still under development for many applications. Silicon based 
design of millimeter wave devices could be the most powerful 
way to explore the millimeter wave spectrum. 


The frequency of CMOS devices is increasing rapidly, and 
even entering sub-millimeter frequency band now [1-3]. Table 
I shows the predicted RF/analog CMOS evolution map 
provided by International Technology Roadmap for 
Semiconductors (ITRS) [4]. In the next 10 years, the gate 
length of CMOS will scale down to 10nm, the characteristic 
frequency will approach 1 THz. 


TABLE I 
ITRS ROADMAP OF RF/ANALOG CMOS 


Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 


Gate Length 


(nm) 
28 25 22 20 18 16 14 13 12 11 


Ft 
(GHz) 


320 360 400 440 490 550 630 670 730 790 


Fmax 
(GHz) 


390 440 510 560 630 710 820 880 960 1050 


 


With the advances of silicon process, the continuous 
decrease of gate length has compensated the effect of slow 
electron mobility, making the working frequency of CMOS 
devices increase continuously. At the same time, the silicon 
based circuit has reasonable noise performance and power 
capacity, it is expected that silicon based RF circuit will be 
suitable for small power and non-critical commercial 
millimeter wave applications. For example, a 140GHz CMOS 
receiver is reported by Toronto University [5] in 2008. A fully 
integrated transceiver with base band circuits is reported by 
University California Beckley using 90nm CMOS process in 
2008 [6], with data rate over 4Gbps. Another CMOS 
transceiver at 60GHz is reported by Taiwan University, with 
date  rate  of  2.5Gbps  [7].  By  using  silicon,  the  RF  and  base  
band could be integrated and thus decrease the system cost 
dramatically. 


In China mainland, the research works on silicon based 
millimeter wave circuits are also on rapid progress. In the last 
2 years, the state key lab of millimeter waves have developed 
several kind of CMOS based millimeter wave circuits at 
Q/V/W band, such as amplifiers, mixers, doublers and voltage 
controlled oscillators, and also designed several silicon based 
sub-millimeter wave passive components over 300GHz such 
as filters and antennas. In this presentation, we will summarily 
review our recent research advances in silicon based 
millimeter and sub-millimeter wave integrated circuits. 
 


II. CMOS BASED MILLIMETER WAVE CIRCUITS 


A. Millimeter Wave CMOS Amplifiers 
Based on IBM 90nm CMOS, several amplifiers are 


designed and fabricated. The circuit topologies used in these 
amplifiers are common source and cascade structure. 


Figure 1 shows the photo of a three stage CMOS low noise 
amplifier using common source structure. The measured gain 
is more than 15dB at 48~60GHz. The simulated noise figure is 
4dB.  







 
 


Figure 1. Photo of a CMOS three stage low noise amplifier. 
 


Figure 2 shows a three stage CMOS small power amplifier 
using the same structure. The measured gain is more than 
15dB at 45~54GHz, and output 1dB compression point of 
8dBm. 


 
 


Figure 2. Photo of a CMOS three stage small power amplifier. 
 
Figure  3  and  Figure  4  show  two  CMOS  small  power  


amplifiers base on cascode structure. Figure 3 is a two stage 
amplifier with measured gain of more than 10dB at 
40~60GHz, and output 1dB compression point of 7dBm. 
Figure 4 is a three stage amplifier with measured gain of more 
than 20dB at 45~56GHz, and output 1dB compression point of 
9dBm. 


 
 


Figure 3. Photo of a CMOS two stage small power cascode amplifier. 


 
 


Figure 4. Photo of a CMOS three stage small power cascode amplifier. 
 


Figure 5 and Figure 6 show two compact CMOS high gain 
amplifiers using cascode structure. The layout is optimized to 
get minimum chip size. Figure 5 is a two stage amplifier with 
measured gain of more than 15dB at 45~52GHz. Figure 6 is a 
three stage amplifier with measured gain of more than 20dB at 
45~60GHz, and the peak gain is more than 25dB. 


 
 


Figure 5. Photo of a CMOS two stage high gain cascode amplifier. 


 
 


Figure 6. Photo of a CMOS three stage high gain cascode amplifier. 
 


Figure 7 to Figure 9 are W band CMOS amplifiers, in which 
Figure 7 is a two stage cascode amplifier with measured gain 
of more than 5dB at 90~107GHz, Figure 8 and Figure 9 are 
two stage and three stage common source amplifier with 
measured gain of more than 5dB at 90~106GHz and 10dB at 
95~102GHz respectively. 


 
 


Figure 7. Photo of a W band CMOS cascode amplifier. 


 
 


Figure 8. Photo of a W band CMOS two stage amplifier. 


 
 


Figure 9. Photo of a W band CMOS three stage amplifier. 
 


 
B. Millimeter Wave CMOS Mixers and Doublers 


Based on IBM 90nm CMOS, several mixers are designed 
and fabricated, including fundamental and sub-harmonic 
mixers. And two doublers are also designed using IBM 90nm 
CMOS. 


Figure 10 and Figure 11 are CMOS fundamental mixers 
with conversion loss less than 10dB at V band (50~75GHz), 







and less than 14dB at W band (75~100GHz). These two 
mixers employ resistive mixing structure. 


 
 


Figure 10. Photo of a V band CMOS mixer. 


 
 


Figure 11. Photo of a W band CMOS mixer. 
 


Figure 12 and Figure 13 are CMOS sub-harmonic mixer 
with conversion loss less than 15dB at V band (50~75GHz). 


 
 


Figure 12. Photo of a V band sub-harmonic CMOS mixer Type A. 


 
 


Figure 13. Photo of a V band sub-harmonic CMOS mixer Type B. 
 
Figure 14 and Figure 15 are two doublers base on IBM 


90nm CMOS, with measured conversion loss of less than 
8.5dB and 11dB, respectively at 50~70GHz.  


 
 


Figure 14. Photo of a V band CMOS doubler Type A. 


 
 


Figure 15. Photo of a V band CMOS doubler Tpye B. 
 
 
C. Millimeter Wave Oscillators 


Based on IBM 130nm CMOS, two voltage controlled 
oscillators are designed and fabricated. Cross-coupled 
transistor is used as oscillator core. Inductor and tunable 
capacitor is used as tuning circuit of VCO. 


Figure 16 is a V band CMOS VCO designed using push-
push structure. The tuning range is 59-69GHz, output power is 
-10dBm, and the phase noise is -103dBc@10MHz offset.  


 
 


Figure 16. Photo of a V band CMOS VCO. 
 


Figure  17  is  a  W  band  CMOS  VCO  using  the  same  
structure. The tuning range is 93-104GHz, output power is -
20dBm, and the phase noise is -93dBc@10MHz offset.  


 
 


Figure 17. Photo of a W band CMOS VCO. 
 
 


III. SILICON BASED SUB-MILLIMETER WAVE CIRCUITS 


A. Sub-millimeter Wave Antenna and Filter on MEMs 
A silicon based bandpass filter over 300GHz is designed 


and fabricated on MEMs process. It is based on Substrate 
Integrated Waveguide (SIW) structure [8]. A pair of antipodal 
linearly tapered slot Antennas (ALTSA) is designed and 
fabricated with MEMS process, as shown in Figure18. A 
prototype with passband range 350GHz~370GHz is measured 
by using a quasi-optic measurement system. The measured 
data is in agreement with the simulated results, which show 
the good selection performance and verified the wideband 
characteristic of the ALTSAs. 







 
(a) 


 
(b) 


 
(c) 


 
 


Figure 18. Structure of Silicon Based THz Antenna and Filter on MEMS. 
a. Filter topology, b. ALTSA antenna port, c. Photo of fabricated chip. 


 


B. Sub-millimeter Wave Filter on CMOS 
A novel sub-millimeter wave filter is designed based on 


IBM 130nm CMOS process. It is also a SIW bandpass filter. 
For the convenience of measurement, two multisection 
impedance transformers have been designed to transform the 
SIW cavity to microstrip, as shown in Figure 19.  


 
Figure 19. Photo of a CMOS SIW filter. 


 
The cavity of SIW is designed using the thick dielectric 


layers on the of process structure, in which the top and bottom 
plane is utilized by cutting slots in the thick metal layer, in 


order to fulfill the requirements of design rule. The cavities 
and filter are optimized with the process parameters. The filter 
is designed at center frequency on 400GHz. This chip is in 
measurement now. 


 
 


IV. CONCLUSIONS AND ACKNOWLEDGMENT 
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Abstract- Higher data rates in mobile networks imply smaller 


distances from base-station to mobile user. Number of network 
elements increase while the cost pressure is high. For economical 
purposes wireless connections are preferred in mobile backhaul 
infrastructure in several cases and millimeter-wave bands are the 
only option to carry the needed multi-gigabit capacity. New kind 
of network topologies are needed. The author will present this 
challenge from mobile networks' wireless backhaul point of view, 
bring out possible solutions and the consequences for wireless 
technology.  


I. INTRODUCTION 


Mobile communication networks are based on cellular 
technology where mobile hand-set (i.e. user equipment, UE) 
users are connected to a base station (BTS). BTSs are the 
access points for the users to the Radio Access Network (RAN) 
that provides transmission path to the services located in Core 
or Internet network. The transmission connection from a BTS 
to the nearest controller of RAN is called Mobile Backhaul 
(MBH). 


Requirements for MBH are growing due to increased data 
speeds and cost pressure. UMTS Forum predicts that total 
annual traffic in mobile networks globally will reach 127 
Exabytes volume in 2020 that is 33-times higher compared to 
2010 figure [1]. All this traffic is to be carried over a backhaul 
network. Despite the fact that fast wire line technologies are 
widely available operators who build RANs still prefer 
wireless means to connect BTSs. Over 55% of all MBH 
physical connections worldwide nowadays have been 
implemented by microwave radio link and 63% of all newly 
installed MBH connections in 2014 are estimated to be 
wireless, i.e. microwave or millimeter wave links. [2] 


 


II. CHALLENGES 


A. Increasing data rates 
Mobile networks data rates during the 2nd (GSM) and 3rd 


generation (WCDMA) have been quite moderate. Now when 
3rd Generation Partnership Project’s (3GPP) standards evolved 
to HSPA and LTE maximum mobile terminal user data rates 
are growing to 75 Mbit/s in uplink and 300 Mbit/s in downlink. 
The 3GPP Long-Term Evolution Advanced (LTE-A) is an 
example how ITU International Mobile Telecommunications-
Advanced  (IMT-Advanced) systems will be implemented. [3]. 


When entering to LTE-A/IMT-A era the target user data rate 
for has been set as high as 1 Gbit/s. If this is assumed to be the 
maximum data rate of one BTS (or eNB) cell, one BTS 
manages 3 cells and data aggregation ratio of 80% is assumed, 
the backhaul peak rate requirement for a BTS is 2.4 Gbit/s. 


An other challenge is to keep data round-trip time from 
mobile handset to the network services at acceptable level. 
Tendency to use time-division duplex and packet-based 
transport systems tends to increase latency. 


 


B. Radio frequencies 
Radio frequencies are a scarce natural resource and have 


clear technology dependence. Microwave bands mainly used in 
existing terrestrial fixed wireless applications are between 7 – 
39 GHz. There is 17.95 GHz bandwidth allocated for fixed 
service between 10 – 40 GHz [4]. Some microwave bands start 
to be pretty congested in certain areas like 15 GHz in Asian 
countryside and 23 GHz in western urban areas. 


Majority of radio channels in currently allocated frequency 
bands have bandwidth of 7...28 MHz. Taking into account 
practical implementation trade-offs between cost, complexity 
and performance this is too narrow for high capacity 
applications of LTE and LTE-A era. Advanced modulation and 
radio techniques at the current technology allow link spectral 
efficiency  of about 8 bits/s/Hz. 


Lower MW frequencies (below about 15 GHz) are beneficial 
because they enable long hops and obstructed path connections. 
However they may not be optimum for dense network with 
short hops. Strict line-of-sight requirement for high microwave 
and millimeter wave frequencies increases the complexity of 
network planning. Also atmospheric gas and rain attenuation 
decreases the hop-length or availability. 


Although frequency allocations for fixed usage are available 
there is often variation in regulation between countries and 
regions.  This complicates the design of global products and 
sets flexibility requirement for technologies used in equipment. 


 


C. Cell size 
Tendency for high data rate, small physical size and long 


operating time in mobile hand-sets squeeze the UE-BTS –link 
budget. On network infrastructure side energy consumption, 
size and cost/complexity –requirements in RF and base-band 
functions in similar way drive smaller cell sizes in mobile 







networks. This tendency leads to higher BTS density, shorter 
MBH links between network nodes and need for higher 
number of links per unit area (km2). At the same time when 
number of MBH and RAN equipment density increases the 
operators revenue for selling mobile services are not always 
increasing in the same pace. 


 


D. Equipment size 
Telecommunication infrastructure equipment have not any 


more a privilege to be located in special premises, but are more 
often located in public places. Small size and esthetic design 
are important features for infrastructure equipment and enable 
them to spread in vicinity of people. 


 


E. Energy consumption 
It is estimated that globally BTSs produce 30 million tons of 


carbon dioxide annually. This is more than all other mobile 
network equipment together including mobile terminals [NSN]. 
In many developing countries where mobile communication 
use is growing not only the environmental considerations but 
also energy availability is a problem. Low power consumption 
is then a mandatory requirement. 


Relatively high-power BTS amplifiers are becoming more 
and more energy-efficient thanks to techniques like active 
biasing, pre-distortion and envelope tracking. Also the absolute 
transmitter power is decreasing due to smaller cell sizes. If no 
innovation is done to reduce also backhauling radios’ energy 
consumption, MBH’s relative portion of consumption will 
grow. 


 


F. Cost 
As can be seen from the market figures and nature of 


industry telecommunications have become commodity. Similar 
cost requirements apply to infrastructure equipment as to 
consumer products. The equipment cost only, however is not 
the only target for application design. Total cost of ownership 
(TCO) for operator is typically calculated as the sum of capital 
expenses, implementation expenses and operating expenses 
over five years for the whole MBH service. When the cost of 
equipment degreases its effect to TCO diminishes.  


 


III. CONSEQUENCES 


In this chapter possible solutions and further proposals are 
made to tackle with previously mentioned challenges.  


 


A. Modularity 
When considering the internal architecture of a radio 


equipment there are lots of similar functions or building blocks 
with slightly different parameters. These can be for example 
frequency band, bit rate and antenna. There are benefits for 
hardware development and manufacturing, software 
development and life-cycle management if similarities are 


found and utilized. Idea of modular design tries to develop 
interchangeable platforms and modules. 


Because of strong frequency dependency typical for radio 
frequency components benefits of modular design may be 
limited. Developing wide-bandwidth circuits or developing 
circuits that center frequency can be changed during operation 
in a wide promote this target. 


 


B. Higher frequencies 
From frequency standardization point of view frequencies 


are well available for terrestrial fixed wireless usage. Between 
40 – 100 GHz bandwidth allocated for fixed service is 26.62 
GHz [4]. Specifically for High Density Fixed Service (HDFS) 
usage between 31 – 66 GHz is identified band of 14.02 GHz. 
Channel widths for HDFS are typically wider than in lower 
bands. Regulation is available in some countries for new bands 
while in some countries preparation is ongoing. Globally 
harmonious ways to use for these new bands would help 
developing products for global markets. Technology to utilize 
these bands is now needed.  


 


C. Circuit systems 
New circuit techniques and materials are needed to achieve 


many of the targets drafted here. For example fixed millimeter 
wave radios require higher transmitter power levels than 
handheld communication equipment or other very short range 
devices. Because fixed links are part of communications 
infrastructure the failure rate of electronic components must be 
low. Typical MTBF figures nowadays are 50...100 years for an 
equipment. 


Intuitively high degree of integration enables smaller 
equipment. It also provides potential for other benefits, like 
power saving through lower losses, smaller material and 
production costs and higher reliability. In some cases it may be 
contradictory with requirement of modularity. 


 


D. Antenna 
Typical fixed wireless point-to-point applications and 


standardization as well favor highly directional antennas. High 
directivity helps to achieve high system spectral efficiency 
(bit/s/Hz/km²) and make dense systems. Parabolic antennas are 
widely used, but other constructions like lens or flat-panel 
(array) antenna may better fulfill product design targets. 


From system point of view wider antenna beams have also 
benefits. Wider antenna beam would make antenna alignment 
easier and allow installations to swinging poles. One solution 
to combine multiple requirements is to use electrically steering 
antenna with automatic steering algorithm. Figure 1 shows 
how an area of a sector antenna can be covered by discrete 
narrow antenna beams. 


 
 
 







 
Figure 1. Area coverage for fixed wireless connection a) with sector and b) 


with beam-steering antenna. 


 
 


E. Mixed network topologies 
 
To tackle with previously mentioned challenges fixed 


wireless networks for mobile networks backhauling require 
also re-thinking of network topology. Optimized networks 
combine point-to-point, point-to-multipoint and mesh 
topologies, Fig.2. 


 


 
Figure 2. Example of mobile network backhaul topologies in  rural (top) and in 


urban (bottom) environment. 


In the upper picture there is an example of rural MBH 
network where access-points with larger capacity, possibly 
connected to a fiber optical network, provide capacity to large 
area with sparsely populated villages. Villages are connected to 
each other by a mesh network. Redundant connections to each 
cloud of villages increase the availability of service. On the 
right there is a high capacity urban network. Some of the hops 
are line-of-sigh operating over the rooftops of a city. Majority 
of the BTSs however are located on the street-level to provide 
best coverage for mobile UEs. Path to these sites may be near- 
or non-line-of-sight due to obstacles. Some of the BTSs may 
be located in-house. 


Wireless equipment of different frequency bands and 
technologies are needed in parallel, even integrated into same 
network nodes. Trunk of the network requires equipment with 
larger bandwidth, while last branches can use low capacity 
non-line-of-sight links. 


Compared to traditional sole point-to-point wireless 
connections mixed network with partial mesh topologies 
enable data traffic load and capacity balancing. They also 
increase network availability by providing redundancy [5]. 


Fig.3 depicts network full availability (i.e. all nodes 
available) as a function of allowable down time (DT) for 
different network topologies and network sizes (i.e. number of 
network elements). Hardware mean time to failure (MTTF) for 
network elements is assumed 40 years, and rain induced 
availability target for a single hop is 99.99% of time. 
Differences are negligible between European and Far East rain 
zones, so only European case is shown 


 
 


Figure 3. Total availability of a wireless network as a function of repair time 
for different network topologies and sizes. 


 
Due to strong HW redundancy down time variation 


practically does not affect to protected P-to-P Ring and P-toP- 
hot-standby (HSB) topologies. In the figure they are almost 
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vertical lines. If we let node down time to grow (i.e. increase 
the repairing time), availability in P-to-P tree topologies 
collapses, even faster when network size increases. Mesh 
topology degrades only moderately and effect of network size 
is not so large. For example at eight hour DT level full 
availability difference between large mesh and P-to-P networks 
is 0.16%-units while at 120 hour level difference is 1.1%-units 
that corresponds 4 days availability difference per year. 


 


IV. CONCLUSION 


End-users of information services, like Internet, prefer 
wireless and mobility. Wireless seems to be the preferred 
method also in mobile base stations’ 1st and 2nd mile 
backhauling. Requirement of higher data rates and 
international frequency allocations foster the use of millimeter 
wave bands for wireless MBH. Higher frequency implies 
smaller antenna size and also matches the idea of smaller 
cellular network cell size. Technology have been studied but it 
is not yet mature for low-cost 60...100 GHz mass products for 
fixed wireless. More research on smart antennas for mobile 
backhauling applications are needed. System level analysis of 
applications are needed to understand the key design 
parameters and their importance for millimeter wave 
technology that enable future applications. 
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Abstract- This paper will describe the present MetOp Second 


Generation (MetOp-SG) system, concentrating on the Microwave 
Imager (MWI) and Ice Cloud Imager (ICI), which are the (sub)-
millimetre-wave instruments currently being studied by 
European Space Agency (ESA). The paper will also discuss 
ESA’s past, on-going and planned technology developments, 
which are enabling the instruments performance and reliability 
as required by the users.  


INTRODUCTION 


The EUMETSAT Polar System (EPS) is Europe’s first 
polar orbiting operational meteorological satellite system 
consisting of Metop satellites [1]. This joint EUMETSAT – 
European Space Agency (ESA) programme is the European 
contribution to the Initial Joint Polar-Orbiting Operational 
Satellite System (IJPS) [1]. The current MetOp series has 
three identical satellites. MetOp-A was launched in 2006 and 
will be followed by MetOp-B in 2012 and MetOp-C in 2016. 
These first three MetOp satellites guarantee the continuous 
delivery of high-quality data for medium- and long-term 
weather forecasting and for climate monitoring until at least 
2020. Fig. 1 below shows the spacecraft of the current MetOp 
series.. 


 


 
Figure 1 MetOp spacecraft (credits ESA) 


 


MetOp Second Generation (MetOp-SG) will replace the 
current MetOp system in the 2019-2020 timeframe and will 
continue operations at least until 2035. ESA, together with 
Eumetsat, started the phase A/B1 studies of the EUMETSAT 
Polar System - Second Generation (EPS-SG) beginning of 
2011. These studies are continuation to the Phase 0 studies, 
which were conducted 2008-2009. The Phase A/B1 studies 
will continue until end of 2012, after which the phase B2/C/D 
will start. 


While the MetOp series consisted of a single satellite 
embarking all instruments, the current MetOp-SG system 
study consists of two satellites carrying different instrument 
suites, according to Table 1 below. The Metop-SG instrument 
suite consists of a total of 14 different instruments, divided 
between two satellites. Instruments are jointly provided by 
ESA, NOAA, CNES and DLR. Table 1 below shows an 
overview of the MetOp-SG system and lists the instruments 
currently embarked. 


 
Table 1 MetOp Second Generation Concept 


 Satellite A Satellite B 
Launch ~2019 ~2020 


Orbit 
LEO, polar, Sun-


synchronous 
LEO, polar, Sun-


synchronous 
Altitude 817 km 817 km 


Mass ~3000 kg ~2400 


Lifetime 8.5 years 8.5 years 


Intstruments   


 
Visible Infrared 
Imager (DLR) 


Microwave Imager 
(ESA) 


 
Microwave Sounder 


(NOAA) 
Ice Cloud Imager 


(ESA) 


 
Infrared Sounder 


(CNES) 
Scatterometer 


(ESA) 


 
Radio Occultation 


(ESA) 
Radio Occultation 


(ESA) 


 


Multi-view Multi-
channel Multi-


polarization imager 
(ESA) 


Argos Data 
Collection Service 


(NOAA/CNES) 


 
Radiation Energy 


Radiometer (NOAA) 
Search and Rescue 
(COSPAS-SARSAT) 


 
Sentinel-5 


(ESA/GMES) 
Space Environment 


Monitor (NOAA) 


 
Low Light Imager 


(NOAA) 
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The on-going Phase A/B1 studies were kicked-off in 
January 2011 and two competing industrial consortia have 
been selected for the mission study. These studies are lead by 
Astrium SAS (France) and ThalesAlenia Space (France).Phase 
A/B1 studies include the overall space segment system study 
and the system design of all ESA provided instruments. 


Instrument system designs done in Phase A/B1 include the 
instrument system level definition and requirements 
specification of the instrument. They do not include any 
hardware breadboarding or testing. Therefore in addition to 
the main system study, several technology activities, 
concentrating on hardware and breadboard manufacturing are 
currently on-going. The final goal being to be able to state a 
full compliance to the performance requirements at the end of 
Phase B1. 


MILLIMETRE-WAVE INSTRUMENTS 


ESA-provided instruments include two (sub)-millimetre-
wave instruments, the Microwave Imager (MWI) and Ice 
Cloud Imager (ICI). The main applications of these 
instruments are precipitation and cloud parameters. Both 
precipitation and clouds are seminal parameters for weather 
conditions and they are not currently well taken into account 
in weather forecast, compared to clear air measurements. 
Therefore, the MWI and ICI instruments will improve greatly 
the global and regional numerical weather prediction (NWP) 
models. In addition, they will contribute to improve 
nowcasting and very short range forecasting [2].  


Both MWI and ICI instruments view the scene with 
observation zenith angle (OZA) around 53º and in both 
instruments the primary calibration is done using standard on 
board calibration target (OBCT) and cold sky mirror. Both the 
OBCT and the cold reflector are static and the instrument 
views them once per rotation cycle through the feedhorns and 
therefore the main antenna is outside the calibration cycle. The 
main difference between these instruments is the spectral 
range to be observed. MWI covers the lower frequency part of 
microwave spectrum, while ICI covers the highest frequency. 
The MWI and ICI share one common frequency (183 GHz). 
This allows using a cross-instrument calibration between the 
instruments. 


A. Microwave Imager 
The MWI is a conically scanning microwave radiometer, 


covering the frequency range from 18 GHz up to 190 GHz, 
consisting of 28 channels, taking into account dual 
polarization channels. With an antenna size below one meter, 
instantaneous footprint varies between 50 km at lowest 
frequencies down to 10 km at the highest frequencies. The 
instrument will be mounted on the zenith side of the spacecraft 
and it will provide a forward azimuth view of >±60º. The 
details of the MWI performance requirements are given in 
Table 2 below. 


The MWI is a multi-purpose instrument, serving several 
different applications. These include precipitation over sea and 
land, cloud liquid water, water vapor total column and profile, 
snowfall, sea ice and snow imagery. 


Table 2 Microwave Imager Performance Requirements 
Frequency  


(GHz) 
Pol. 


Bandwidth 
(MHz) 


Footprint 
(km) 


NEDT 
(K) 


Accuracy 
(K) 


18.7 V, H 200 ≤ 50 0.6 < 0.5 


23.8 V, H 400 ≤ 50 0.6 < 0.5 


31.4 V, H 200 ≤ 30 0.6 < 0.5 


50.3 V, H 400 ≤ 30 1 < 0.5 


52.61 V, H 400 ≤ 30 1 < 0.5 


53.24 V, H 400 ≤ 30 1 < 0.5 


53.75 V, H 400 ≤ 30 1 < 0.5 


89 V, H 4000 ≤ 10 1 < 1 


100.49 V, H 4000 ≤ 10 1 < 1 


118.7503±4.0 V 2x1000 ≤ 10 1.2 < 1 


118.7503±2.1 V 2x400 ≤ 10 1.2 < 1 


118.7503±1.4 V 2x400 ≤ 10 1.2 < 1 


118.7503±1.2 V 2x400 ≤ 10 1.2 < 1 


166.9 V 1425 ≤ 10 1 < 1 


183.31±8.4 V 2x3000 ≤ 10 0.8 < 1 


183.31±6.1 V 2x1500 ≤ 10 1 < 1 


183.31±4.9 V 2x1500 ≤ 10 1 < 1 


183.31±3.4 V 2x1500 ≤ 10 1 < 1 


183.31±2.0 V 2x1500 ≤ 10 1.2 < 1 


B. Cloud Ice Imager 
The ICI is also a conically scanning radiometer, covering 


frequencies from 175 GHz up to 670 GHz, consisting of 13 
channels taking into account dual polarization channels. With 
an antenna size below 0.5 meter, instantaneous footprint is 
~15 km. In contrast to the MWI, the ICI will be mounted on 
the nadir side of the spacecraft and it will provide a forward 
azimuth view of >±60º. The details of the Cloud Ice 
performance requirements are given in Table 3 below. 


The ICI is also serving several applications, including cloud 
ice water path, cloud liquid water, cloud ice, cirrus clouds and 
water vapor profile. 


 
Table 3 Ice Cloud Imager Performance Requirements 
Frequency  


(GHz) 
Pol. 


Bandwidth 
(MHz) 


Footprint 
(km) 


NEDT 
(K) 


Accuracy 
(K) 


183.31±8.4 V 2x3000 ≤ 15 0.5 < 1 


183.31±3.4 V 2x1500 ≤ 15 0.6 < 1 


183.31±2.0 V 2x1500 ≤ 15 0.7 < 1 


243.2±2.5 V, H 2x3000 ≤ 15 0.6 < 1.5 


325.15±9.5 V 2x3000 ≤ 15 0.8 < 1.5 


325.15±3.5 V 2x2400 ≤ 15 1 < 1.5 


325.15±1.5 V 2x1600 ≤ 15 1.1 < 1.5 


448±7.2 V 2x3000 ≤ 15 1.2 < 1.5 


448±3.0 V 2x2000 ≤ 15 1.4 < 1.5 


448±1.4 V 2x1200 ≤ 15 1.9 < 1.5 


664±4.2 V,H 2x5000 ≤ 15 1.5 < 1.5 







TECHNOLOGY NEEDS 


The high number of channels, stringent performance 
requirements and long lifetime requirements require large 
variety of technologies to be used. The final implementation 
decisions are still to be taken, especially in terms of receiver 
architecture and calibration approach, but basic technology 
needs of the MWI and ICI are already known regardless of the 
final implementation. 


A. Passive Components 
Accommodation of the feedhorns into the focal point of the 


antenna is very challenging due to high number of frequencies 
required. Therefore multi-frequency feedhorns are required, 
covering two or more frequency bands in a single horn. It is 
also possible to use quasi-optics instead of feed cluster in the 
focal plane. This eases the accommodation, but creates other 
challenges for the frequency selective surfaces, which need to 
cover large frequency range, often with dual polarization. In 
addition, quasi-optical network requires also large volume. 


B. Active Components 
Direct detection radiometers are typically preferred in 


microwave radiometers for space applications due to 
simplification of the receiver architecture and therefore the 
need for less hardware. Currently only the technology limits 
the use of direct detection receivers at all frequencies. 
Therefore there is a continuous need for low noise amplifiers, 
filters and detectors operating from the lowest frequency up to 
the highest frequency. Low noise amplifiers should be well 
matched, provide low noise figure, small gain ripple and good 
gain stability. For the receiver final amplifier stages high 
compression point becomes necessary in order to guarantee 
high receiver linearity. In addition large bandwidth is 
preferred for amplifiers, especially in cases, where a single 
amplifier can cover two or more frequency channels. Filter 
design for direct detection radiometers is also challenging due 
to low amplitude ripple, very high out-of-band ejection and 
narrow relative bandwidth. This combined with a stringent 
frequency stability requirement over temperature and lifetime 
makes the filter design very challenging. Finally high 
frequency detectors are also challenging due to high linearity, 
high sensitivity, low input power, low noise and high stability 
that are needed for direct detection radiometers. 


At highest frequencies (>200 GHz), direct detection 
radiometer implementation becomes very difficult due to 
technology limitations. Therefore the heterodyne receivers are 
the only option for the highest frequency receivers in the 
MetOp-SG timeframe. Well matched, low noise, low 
conversion loss mixers are required, together with preferably 
low local oscillator power need. In addition to mixers, the 
necessary local oscillator (LO) power generation is also 
challenging requiring high efficiency frequency multipliers 
and high frequency power amplifiers. 


C. Calibration 
Besides the receivers implementation itself, the calibration 


of the MWI and ICI is challenging. The accuracy and stability 
of conically scanning instruments has been problematic in the 
past [3], limiting the instrument usefulness for NWP and 
therefore there is a clear need for improvement in calibration 
accuracy. The final selection of MWI and ICI calibration 
strategy is still to be done, but improvements in calibration 
performance require developments in calibration hardware, 
both passive and active may be needed.. 


D. Performance Verification 
In addition to technologies required for the instrument 


operation and performance, the final performance verification 
also poses a challenge. High absolute, inter-channel and inter-
pixel radiometric accuracy requirements pose stringent 
requirements for on-ground testing accuracy. Large frequency 
range also poses several testing challenges. Therefore 
improvements or upgrades to existing testing facilities may be 
necessary.  


E. Reliability 
Besides performance and performance verification, 


reliability poses additional challenges. Reliability requirement 
of 0.8 over 8.5 years lifetime is very challenging and 
necessitates a need for comprehensive reliability and lifetime 
testing.  


Redundancy may be required in many parts of the receiver, 
but due to the nature of the microwave radiometers, many 
components are single point failures and implementing 
redundancy is extremely difficult or impossible, without 
complete duplication of receivers. Because of many single 
point failures, there is a need to provide high reliability and 
long lifetime at component level. 


SUPPORTING ACTIVITIES 


Several improvements in performance and reliability of 
components/subsystems are required by the MWI and ICI and 
therefore, in addition to the main system/instrument studies, 
ESA has technology developments running in parallel. 


An activity implementing several frequencies into a single 
feedhorn antenna is currently on-going, combining 50 GHz 
and 118 GHz channels.. 


Low noise amplifier activities are on-going at 118 GHz, 166 
GHz, 183 GHz and 230 GHz. These development activities 
will be followed in 2011 by a reliability assessment activity 
and an activity to build a low noise amplifier for 325 GHz. For 
the generation of the LO signal, the development of power 
amplifiers for W-band using MHEMT and GaN technologies 
is also currently on-going. 


Mixers have been developed in the past years in several 
different activities, covering frequencies from 180 GHz up to 
664 GHz and the next step is also the test of the reliability. 
Also frequency multipliers have been developed in the past 
years, using both Schottky and HBV technologies, and 
covering typically the LO needs for sub-harmonic mixers. 







Detector development activity is also on-going covering 
frequencies 89 GHz 166 GHz. This activity will also be 
followed by a reliability assessment activity. 


Active cold loads as a radiometer internal calibration target 
have been studied during past years by ESA and currently a 
complete calibration hardware activity is on-going, covering 
frequencies at 23 GHz 50 GHz and 89 GHz.  


In addition to component level developments, ESA has 
several activities going at receiver and at system level. ESA 
initiated an aircraft instrument upgrade, providing receivers 
covering frequency range from 118 GHz up to 664 GHz. This 
activity supports the complete receiver system development 
and in addition provides users with an instrument that can be 
used to improve the radiative transfer models at the highest 
frequencies. A 54 GHz radiometer, using an autocorrelation 
spectrometer to cover the full bandwidth, is currently being 
built. In addition, the development of a direct-detection 
radiometer for 243 GHz will be started shortly. 


 


CONCLUSIONS 


An overview of the Metop-SG programme was presented, 
concentrating on MWI and ICI instruments, which are the 
millimeter/ sub-millimetre wave instruments that are provided 
by ESA. In addition to instrument overview, technology needs 
of the Microwave Imager and Ice Cloud Imager were 
presented together with an overview of already on-going and 
planned technology developments. 
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Abstract— A narrow band microwave filter design based on 
recently proposed low loss, fabrication friendly gap waveguide 
technology is presented in this work. A 3rd order filter with 
typical chebyshev response and 1% fractional bandwidth is 
designed at 42 GHz. The filter design involves also the design of 
the ridge gap waveguide resonator without metal side walls. The 
confinement of the electromagnetic field within the resonators 
and the filter structure is obtained by using a periodic square pin 
structure which stops the propagation of wave. Good filter 
response is obtained in the full wave simulation. Apart from this 
waveguide filter, a conventional microstrip bandpass filter is also 
shielded with newly proposed pin lid packaging solution based on 
gap waveguide technology. The performance improvement of the 
microstrip filter is also shown in this work. 


I. INTRODUCTION 


Narrow band microwave filters are one of the very critical 
components in conventional full-duplex RF systems. Usually, 
these diplexer filters have very low loss and very sharp roll off 
requirements. The full-duplex communication systems are 
normally transmitting and receiving simultaneously. The 
transmitted power in the system is way too high in comparison 
to the received power. So, the transmitter filter must have very 
high attenuation in the receive band to stop the intermediation 
products and noise to be fed into the receiver. Also, the loss of 
the transmitter filter needs to be low due to the linearity and 
efficiency constrains of power amplifiers. In the receiver case, 
the noise figure of the receiver is dictated by the losses in the 
receiver filter as this filter sits before the LNA in the receiver 
chain. So, the receiver filter should also have a low insertion 
loss and very high selectivity in the transmit band.  But these 
low insertion loss and high selectivity are two factors which 
are contradictory to each other. As the number of resonators in 
a filter is increased in order to increase the selectivity, the 
insertion loss increases [1-2]. Thus for a specific insertion loss, 
a narrow band filter usually requires resonators with higher 
unloaded Q than a broad band filter. Also, the power handling 
capability is an issue for these filters, specially for the transmit 
case. Standard metal waveguide filters become the obvious 
choice for these types of narrow filters because of the low loss, 
high Q and high power handling capability.  Apart from these 
waveguide filters, some microstrip band-pass filters are also 
used in a conventional RF system. These microstrip band-pass 
filters are usually placed after the mixers to suppress the 
unwanted mixing products. 


But as the frequency of operation approaches towards 
mmWave and submmWave, the physical dimensions of the 
waveguide components decrease and very high level of 
precision is needed to manufacture these waveguide filters 


based on standard metal machining technique. Usually, these 
waveguide filters are manufactured in two split blocks. So, 
very good electrical contact between the two parts and very 
good alignment is needed for satisfactory performance of 
these filters. This high degree of mechanical tolerance 
increases the cost of the product and also causes a great delay 
in production time.  


In case of the microstrip filters, the radiation from the open 
ended microstrip discontinuities cause unwanted radiation at 
high frequencies and require very good metal shielding. But 
when shielded with smooth metal walls, the cavity modes 
appear due to large size of the cavity and destroy the filter 
performance. 


To mitigate these problems of conventional waveguide 
components and microstrip circuits, a new technology named 
gap waveguide has been proposed recently [3-8]. This gap 
waveguide technology has the great advantage of relaxing the 
critical mechanical issues such as good electrical contact and 
alignment between the two split blocks. Also, the losses of the 
newly proposed gap waveguides are found to be comparable 
with the standard rectangular waveguide [9]. Thus, the filters 
based on gap waveguide technology can be manufactured with 
more flexible mechanical tolerance and can have the electrical 
performance similar to that of a rectangular waveguide filters. 
In this work, a 3rd order filter design based on ridge gap 
waveguide technology is presented.  


Also, the gap waveguide technology has been proposed as a 
good packaging technique in [10-11]. This packaging 
technique is applied in case of a 3rd order coupled line 
microstrip filter and good performance improvement is 
observed. This microstrip coupled line filter is also presented 
in this work. 


II.  RIDGE GAP WAVEGUIDE RESONATOR AND FILTER  


    The ridge gap waveguide is shown in figure 1. This 
waveguide has a bottom plate with a metal ridge surrounded 
by square metal pins. The upper metal plate is a smooth one 
and placed at a distance smaller than λ/4 on top of the ridge 
and pin surface. Most importantly, this waveguide carries a 
desired quasi-TEM mode and does not need any electrical 
contact between the upper metal plate and the bottom plate. 
The periodic pin surface on the bottom plate stops the 
propagation of the EM wave in any direction outside the ridge. 
The lateral field decay for this pin surface can be upto -60 dB 
after three rows of pins. So, the electrical contact between the 
top metal plate and the bottom metal plate becomes 
insignificant and does not have any electrical implication. 







 
Fig.1 Ridge gap waveguide geometry. 
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Fig.2 Ridge gap waveguide resonator, a= 0.8mm, w =1mm, p = 1.25 mm, 


s = 1mm, b = 1.35 mm  ,  top metal plate not shown. 


 
 


 


Fig. 3 Vertical E field distribution within a ridge gap resonator  
 


The figure 2 and 3 above shows a half wavelength open 
circuit ridge gap waveguide resonator and the field 
distribution for that resonator. It is clearly seen in figure 3 
that- the vertical E-field decays very fast even after two rows 
of pins and the decay level is up to -45 dB. So, after two of 
pins, the presence of the metal side walls become insignificant 
and can be removed away from the resonator structure. This 
gives the advantage of having a resonator without the strict 
manufacturing requirements and tolerance issues such as good 
electrical contact, good alignment, pressure contact etc. The 
frequency response of the resonator is shown in figure 4. The 
simulated Q value for this resonator with conductivity of 
copper is 2240. 


 
Fig.4 Ridge gap waveguide resonator frequency response 


Once the resonator is designed, the coupling between two 
adjacent resonators is also studied. The coupling  is controlled 
by varying the distance ‘s’ between the ridge and adjacent row 
of pins. This is shown in figure 5 and 6. The computed 
coupling coefficients for different values of ‘s’ is shown in 
figure 7. The required coupling coefficient ‘k’ for a 3rd order  
chebyshev  filter with 0.1 dB ripple is k = .0093 and this value 
is achieved for s  = 0.84 mm. 
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Fig. 5  Coupling of two ridge gap resonators 


 
 


Fig. 6 Changing in coupling of two ridge gap resonators by changing ‘s’ 
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Fig. 7 Coupling coefficient ‘k’ vs  ‘s’ 


After studying the coupling coefficients, the external Q is 
obtained for a feeding structure shown in figure 8.  The value 
of w, x and y is kept constant and only z is varied to achieve 
the required loaded Q for the input and output resonator.  The 
loaded Q required in this 3rd order filter design is  114 and this 
value is obtained with w = 1mm, x = 1mm, y = 0.8 mm and z 
= 0.4 mm. 
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Fig. 8  Excitation of the input and output ridge gap resonator 


Once the external Q or loaded Q and the coupling 
coefficients are found, the complete filter geometry is 
simulated with a full wave EM simulator such as CST. The 
complete filter geometry is shown in figure 9 and the 
simulated response is shown in figure 10. 


 
Fig. 9  Complete 3rd order filter geometry 


 
Fig.10 Simulated S parameters for the 3rd order filter 


III. PIN LID PACKAGING OF MICROWAVE FILTER 


Microstrip filters are widely applied for RF/Microwave 
applications. They are especially important in wireless 
communication systems where it is necessary to suppress 
undesired signals induced by typical non- linear components 
like mixers or amplifiers.  Semi open structures like microstrip 
resonators can radiate significantly at high frequency for a 
realistic substrate thickness. This radiation is either free to 
leak away from the structure if kept open or induce currents 
on the metal enclosure used for shielding. In open case, the 
radiation loss can be significant and degrades the performance 
of the filter. In enclosed case the loss due to induced current 
can be minimized by putting the top and side enclosure walls 
far (6-8 times the substrate thickness) from the resonator [12]. 
This is because, the fields intercepted by the conducting 
enclosure walls is decayed to a very weak level in comparison 
to the strong field within the vicinity of the resonator. But 
increasing the enclosure size also causes an increase in cavity 
size allowing the cavity modes to propagate within the cavity. 
As mentioned earlier in section 1, to solve this radiation and 
cavity mode problem, pin lid packaging is considered as very 
potential candidate. 


 
A 3rd order microstrip parallel coupled-line bandpass filter 


has been chosen to work at a center frequency of 15 GHz. 
This center frequency guarantees that the filter will work 
within the cut-off bandwidth of those pin and gap dimensions 
that have been used in [10]. The filter is specified to produce 
chebyshev response with 0.5 dB ripple and  10% bandwidth 
and is shown in figure 11. The detail of the pin lid structure is 
shown in figure 12.   The designed microstrip filter has been 
analysed for four cases: unpackaged or open case, packaged 
with smooth metal cover, packaged with an ideal PMC lid, 
and packaged with pin lid. The simulated response for the 
filter is presented in figure 13. When the filter is not packaged, 
the radiation losses are so high that the passband is not clearly 
defined. If the filter is packaged with a smooth metal cover, a 
slightly sharper response is obtained compared to the open 
case, but there is still distortion in the passband. However, 
when the filter is covered with ideal PMC surface and the pin 
lid,  the filter response becomes very neat with a well defined 
passband. 
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Fig.11 Microstrip Coupled line  3rd order filter 


 


 
Fig.12  Microstrip Coupled line  3rd order filter with pin lid package 
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Fig.12   Microstrip filter response for different packaging cases  


IV. CONCLUSION 


Newly introduced ridge gap waveguide technology is used 
to design a high Q resonator and narrow band microwave 
filter with a fractional bandwidth of 1% at 42 GHz. Good 
electrical performance is obtained for the proposed filter 
structure. The proposed ridge gap waveguide filter geometry 
does not have the tight mechanical restriction usually 
applicable to the standard waveguide cavity filters regarding 
good electrical contact, good surface finishing and good 
alignment. So, this proposed structure offers more flexibility 
in manufacturing and is convenient for large scale production.  
Apart from high Q cavity filter, a typical microstrip coupled 
line filter is also shielded with a pin lid packaging solution 


based on gap waveguide technology. The proposed pin lid 
solution effectively stops unwanted radiation from the 
microstrip discontinuities and suppresses the cavity modes. So, 
there is a considerable improvement in filter response.  
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Abstract- In this paper, a synthetical method of wide-band 
phased array antenna is proposed, which the array elements 
arranged by the unequal space, so that the performance that 
the patterns in the visible range has a peak value in the 
radiation direction and do not have grating lobes in wide band. 
The design of phased array antenna for a wide-band 
application is discussed. The rule of arrays with unequal space 
for several elements is derived using this synthetical method. 
Sinulation results show that the array antennas can scan in a 
range of ±30°in wide band. 


I. INTRODUCTION 


The wide-band phased array antennas can be used in 
systems of communication, radar, electronic warfare, and so 
on. But how to design the antennas is a challenge for the 
engineers. With the variation of the operation frequency of the 
array antennas, the electrical size of the space between the 
elements will be changed, and the coupling between the 
elements and the scanning scope and electrical performance of 
the elements will be different. In addition, the bigger the 
scanning angle, the smaller the space of the array, so the 
aperture of the elements for wide-band phased array antennas 
must be less than a corresponding wavelength of the maximal 
frequency, so that the elements with the small size are difficult 
to be realized. 


The traditional phased array antennas have the equal space, 
and the size of the elements limits the minimum space between 
the elements, so the grating lobe can appear in the visible 
range when scanning to a certain angle. This paper introduces 
a synthetical method of wide-band phased array antennas, 
which adopts the special arrays with unequal space so as to 
realize the performance that the patterns in the visible range 
have a peak value in the anticipated direction and do not have 
grating lobe in wide band. 


II. ANTENNA ARRAY DESIGN 


A. Construction consideration of antenna array 
The unequal space arrays are arrayed according to a certain 


special serials. The serial with N length meets two 
characteristics: 


1) The number of difference of all the possible terms of the 
serial rule is C(N)=N(N-1)/2, and the difference is not 
repeated. 


2) Among the all serials xn meets the above characteristics, 
the maximal term of the needed serial is minimum. 


In the linear array, the coordinate of radiating elements 
is mL , that satisfies formula (1). 
where d and N are scale of space between the elements and 
number of radiating elements, respectively, the xN serials have 
been two characteristics. 


                                  1


1 2


0
....


m m


N


L x d
x
x x x


                        


 (1) 
In order to ensure that the patterns in the visible range have 


a peak value in the anticipated direction and do not have 
grating lobe, d must meet formula (2) 


                               min


1 sin m


d                            (2) 


where m is the maximum angle that antenna array can be 
scanning , min is  the wavelength at upper frequency, 
formula(2) defined upper limit of frequency band. 


If radiating elements with equal space were distributed on 
aperture mL  in length, the spacing de between the elements 
can be expressed as (3). 


1
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e
L


d
N


                             (3) 


For the array, equivalent space d between the elements can 
be expressed as (4). 


                              /m Nd L x                             (4) 
For unequal space special arrays are arrayed according to a 


certain special serials metioned above there exists a formula 


(5) so maximal filling ratio can be given as follows:. 
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              (5)  


Define / NC N x ,if values of  varies in the range 
from 0.7 to 0.8, antenna pattern has relatively low sidelobe 
( without consideration of that space d between the elements is 
longer). 


For unequal space arrays are arrayed according to a certain 
special serials, sidelobe level can be expressed as (6). 


2SL(dB)=10log
N


                  (6) 
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The more the number radiating elements, the lower level 
sidelobe is, the more longer the size of aperture array.3dB 
beam width antenna array with serials always narrower than 
beam  width antenna array with equal space 3dB beam width 
can be calculated according to the formula (7). 


 
       3 44 / .dB NBW x d             (7) 


B. High-efficiency radiation element 
Coventional slot vivaldi antennas employ a dielectric with 


high dielectric loss tagent, so that radiation efficiency of 
antenna is very low. In this paper antenna element constructed 
by vivadi, that the transmission line is excited by rectangular 
air coaxial line so as to realize the coupling from the 
open-ended line center concucotor. The main characteristics 
are high gain and low loss. In addition, it is characterized by 
easy integration, simple structure,lower cross polarization and 
wide bandwidth compared with the conventional tapered slot. 
In this design consideration, the dielectric thickness is 0.13 
mm, dielectric constant is 2.2,  loss tangent is 0.0009. The 
model of air coaxial line for simulation is shown in Fig 1, loss 
comparison of the two type of transmission line is given in Fig 
2. 


From the results of simulation, it can be seen that the loss of 
air coaxial line loss is considerably lower than microstrip line 
loss within in the whole band, so that the efficiency of the 
antenna can be improved a lot. In order to realize optimized 
radiation pattern of the antenna, Marchand balun and 
one-quarter wavelength impedance transformer are used to 
keep good match in wide band. 


 


 


 


By adjusting the shape of antenna, length, width of feed line, 
dielectric constant and dielectric thickness, good radiation 
pattern with symmetrical E plane and H plane pattern can be 
obtained with symmetrical E plane and H plane pattern.  


The equation for vivaldi antenna curve is expressed as 
formula (8). By optimized design, the structure of the vivaldi 
antenna structure as shown in Fig 3. 


     1 2 2 2Z C exp( r ( x X ) C Y )     (8) 


where C1 and C2 expressed as formula (9), (x1,y1), (x2,y2) are 
start and end points of  curve, respectively, r is gradient factor 
for curve and r = 0.22. 
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    (9) 


The radiation pattern of the vivaldi element at lower 
frequency point Fl and  upper frequency point Fh  are shown in 
Fig 4 and Fig 5, respectively, and VSWR within whole 
frequency band for Fh/Fl=2.5 case is as shown in Fig 6.  


The vivaldi antenna element is simulated and optimized by 
using three-dimensional electromagnetic field simulation 
software HFSS. Simulation results show that vivaldi antenna 
element gain is up to 13.4dB at frequency Fh and up to 6.5dB at 
frequency Fl, in addition, in the whole frequency band, VSWR 
is less than 2. 


Fig.2 transmission line loss contrast 


Fig.1 Model of air coaxial strip 
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C.  The simulation  of antenna array  
According to the serial rule, the serials with 3, 6 and 8 terms 


are deduced. The serial with 3 terms is 0,1,3; the serial with 6 
terms is 0,1,4, 10,12,17; The serial with 8 terms is 0, 1, 4, 9, 15, 
22, 32, 34. 


For the array with unequal space according to serial rule, 
directional coefficient D is approximately expressed in formula 
(10) without considering the array coupling effects. 


            2
2 ( 1)


dND
d N


                  (10) 


Therefore, for a certain  xN  and m , D will increase with the 
number N element linear increases. For antenna array with N 
elements, antenna array pattern ( )F is given by (11), where d 
is scale of the spacings between the elements.  
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( )exp( sin sin
( ) 20log
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m n
n


f jkd x
F


N
         (11) 


where ( )f is the pattern of vivaldi elment.According to the 
derived results, the pattern of 8-element array antennas  with 
unequal space are calculated, as shown in figure 7.   The 
pattern with unequal space has the only one main lobe in the 
visible range, and all the side lobes are less than -7dB. and  the 
pattern with equal space has several grating lobes which has 
the same values as the main lobe in the visible range. Along 
with the  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
increase of  number element antenna array, the side-lobe level 
is nearly not changed . 


D.   Characteristics of  wide band antenna array  
For the antenna array with equal space, patterns change 


with frequency, at higher frequency, beam width of pattern                                     
becomes narrower, but nonetheless, the side-lobe level within 
working band is almost unchanged , without grating lobe in 
the visible range in wide band. Taking the antenna array with 
8 element as an example, antenna array works in the frequency 
ranging from Fl to Fh, and Fh/Fl=2.5, d=0.58 max The pattern is 
shown in Fig 8. 


Fig 7 Radiation pattern of  array antennas  with unequal 
space 


Fig. 5 Radiation pattern vivaldi element at FlGHz 


          Fig 4 Radiation pattern vivaldi element at FhGHz 


Fig. 3 vivaldi antenna element dimension size 
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Fig. 6  Matching of vivaldi element 







Simulation results shows that there is no grating lobe in the 
visible range in a wide band. Beam width of pattern becomes 
narrower as frequency is increased , side lobe is not 
changed.So according to the size of the antenna radiating 
elements,  different scale d is chosen. 


E. Scan capability of  the antenna array with serials 
Considering the actual installation size antenna,d is  


optimized by d=0.25 max.Using synthesis  methods for serials 
methods, scanning angle is expanded to ± 30 degrees. 8 
element antenna array for example, antenna array works for 
the frequency ranging from Fl to Fh, and Fh / Fl=2.5, the pattern 
is  shown in  Fig.9. 


 
 


 
 
 
 
 
 
 
 
 
 
 
 
 


 
 
 
 
 
 
 
 
 
 
 
 


 
 
 


 
From the results of simulation, do not have grating lobe in 


the visible range in wide band. beam width of pattern become 
narrower as frequency is increased , side lobe is not 
changed.So according to the size of the antenna radiating 
elements, choose different scale d. 


III. CONCLUSION 


Regarding that the element of broadband phased array 
antennas require limited space, we treat this problem using 
this synthesis method. It can be seen that scanning  range of  
30°is realized. This synthesis method is more effective in 
small-scale phase scanning for broadband phased array 
antennas.  


In summary, the array pattern can be written as a product of 
an element pattern and array factors. The pattern of an element 
in an array is not,however,the same as the pattern of that same 
element when used alone.this is because exciting one element 
in the array produces radiation from that elment and additional 
radiation from all other elements,because of current induced 
on them by the excited radiator, Nevertheless, the synthesis 
procedures are still valid if the radiating currents or aperture 
field has the same distribution on each element. 


This synthesis method can be used for the design of general 
two-dimensional wide-band array. To realize the upper space 
scanning in a wide band. 
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Fig. 8 Radiation pattern of array antennas with unequal 
space in wide band 


 


Fig. 9 scanning pattern of  array antennas with unequal 
space in wide band 
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Abstract-Nonlinear components and Taylor’s series expansion 


play key role in parametric amplification and harmonic 
generation and their analysis. The algorithm presented in this 
paper is for calculating the coefficients of Taylor’s series 
expansion of nonlinear components such as varactors. The 
coefficients resulted from the algorithm indicate a good 
agreement with those from Fourier transform. By relaxing 
assumptions of small-harmonic terms compared with the 
fundamental one, for small-signal cases, the algorithm can reach 
much more accurate results than previous theoretical analysis, 
also give valuable prospective/anticipation for more interesting 
practical cases of relatively strong nonlinearity (i.e., a large 
capacitance ratio) and large amplitude. 


I. INTRODUCTION 


In recent years, metamaterials with simultaneously negative 
permittivity and permeability, also known as left-handed (LH) 
materials, have inspired new types of components and 
applications[1]-[4] enabled by their unique electrodynamic 
properties first predicted by Veselago in 1968 [5]. Specifically, 
transmission line metamaterials have already led to a wealth 
of microwave applications based on their linear structures [6]. 
It is of significant interest when combined with nonlinearity, 
since it enables frequency tuning, switching between opaque 
and transparent states, and efficient second-harmonic 
reflection [7]. Nonlinear left-handed transmission lines (NL 
LHTL) have been studied for potential device applications [8], 
[9], and more recently for their insight into the physics of 
left-handed metamaterials [10]. They have been shown to 
exhibit mismatched harmonic generation [11], parametric 
generation and amplification [12], and envelope solitons [9], 
[13]. 


Nonlinear components such as varactors and 
Schottky-barrier diodes have proven very useful in parametric 
amplification [14] and harmonic generation at microwave 
frequencies [15], [16]. And Taylor’s series expansion play key 
role in their analysis. A simple small-signal treatment of 
second harmonic generation (SHG) by waves propagating on a 
Right-handed nonlinear transmission line (RH NLTL) with a 
capacitance nonlinearity have been reported in 1986 [15]. The 
simple theory developed in [15] is then applied to an 
analytical expression for the amplitude of the third harmonic 
generated in discrete LH NLTLs [17], [18]. 


To simplify the analysis, these two previous works on 
nonlinear PRH and PLH transmission line made some 
assumptions such as harmonic voltage terms are small 
compared with the fundamental one, so that higher order terms 
in the Taylor’s series expansion of the charge on varactors can 
be systematically ignored, where the result can be justified 
only for small input signals. For the most interesting practical 
cases of strong nonlinearity (i.e., a large capacitance ratio) and 
large amplitude, the theoretical analysis is not valid. 


The algorithm presented in this paper demonstrates for the 
first  time  and  in  a  rigorous  manner  the  generation  of  the  
coefficients of Taylor’s series expansion of the charge on a 
varactor for time harmonic excitation. Here the nonlinear 
voltage-charge relationship of a varactor is taken just as a 
model. In fact, the algorithm is justified for all nonlinear 
system with time harmonic excitation. 
 


II.  ALGORITHM DESCRIPTION 


Consider a varactor which possesses a nonlinear 
voltage-charge relationship that can be expanded in a 
convergent Taylor’s series 
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Where q  is the stored charge on the varactor, and 0V  is 
the dc bias voltage. If  is the lowest frequency sinusoidal 
component of v , v  and q  can be expanded in complex 
Fourier series as follows: 
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From (2), we can set 
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So then, we can get the coefficients, 0Q to nQ , as follows: 
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The number of the terms for each nQ  can be as many as we 
want. 


The essential point of this algorithm is how to calculate the 
coefficients 0A , nA ,… nA , 0B , nB ,… nB , 0C , nC ,… 


nC  and so on. 
Here, 0A  is zero, nA  … nA  are equal to nV  and nV  


respectively which are known from input signals. According 
to the algorithm, 0B , nB  … nB  can be obtained from 


0A , nA … nA  and 0V , nV  … nV , 0C , nC … nC  can be 
produced from 0B , nB  … nB and 0V , nV  … nV , and 
so on. We found that the patterns from one group of 
coefficient to another are exactly same. This is the essential to 


accomplish automatic calculation to get all coefficients from 
0Q  to nQ  by programming.  


 


III.  CALCULATION RESULTS AND DISCUSSIONS 


Compare the Results of Taylor Series Algorithm to Fourier 
Transform 


Take a varactor as an example, the relationship of the 
charge and the voltage across the varactor is 
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So the different order derivations of )(vq  can be derived 
accordingly. Assume a time varying voltage with fundamental 
frequency , )sin()( ttv , is fed across the varactor. The 
amplitudes of different order terms nQ resulted from the 
algorithm  are  shown  in  Fig.1.  In  Fig.1b,  the  result  from  
Fourier transform is also displayed. Compared the two results, 
it can be found that the algorithm from Taylor series 
expansion is equivalently valid for evaluating the amplitudes 
of the terms nQ .   


 


 
   


Fig.1  Time series of charge on the varactor (a) and the amplitude of 
coefficient Q (b) 


when input v(t)=sin( t), Cj0=1, =5, =2 
 
Fig. 2 is the case when the amplitude of the voltage across 


the varactor is four times higher than that in Fig.1. It is seen 
that the results from the presented algorithm also agrees that 
from the Fourier transform very well. Furthermore, because, 
during the whole calculation, such assumption as small signals 
is never made and higher order terms in the Taylor’s series 







expansion are not necessarily systematically ignored, all the 
factors which contribute to a certain order term can be 
involved in calculation, the result is much more accurate than 
that by the simple theoretical analysis in previous works. In 
another word, the elements which brought errors in previous 
simple theoretical analysis can be eliminated in calculation by 
this algorithm. This performance indicates the algorithm, 
relaxing the assumption of small signal and small higher 
harmonic voltage terms compared with the fundamental one, 
can be anticipated for application to more interesting practical 
cases, such as relatively strong nonlinearity and large 
amplitude,  


 


 
Fig.2  Time series of charge on the varactor (a) and the amplitude of 


coefficient Q (b) 
when input v(t)=4sin( t), Cj0=1, =5, =2 


 
For  the  situation  shown  in  Fig.3  the  voltage  across  the  


varactor has three frequency components, where the algorithm 
from Taylor series still works as well as Fourier transform 
does.   


In previous theoretical analysis, even though the voltage 
across the varactor is assumed with multi frequencies, in order 
to make the analysis continue, all other frequencies have to be 
ignored except the fundamental one and the concerned one 
based on the small signal assumption when calculating the 
terms nQ . For example, to get the third order 3Q , only the 
contributions from the voltages with fundamental frequency 
and the third harmonic frequency are considered, those from 
the second harmonic frequency are consequently excluded. So 
the accuracy of results are much less than that resulted from 
the algorithm presented in this paper.  


 
Fig.3  Time series of charge on the varactor (a) and the amplitude of 


coefficient Q (b) 
when input v(t)=0.5sin( t)+0.5sin(2 t)+0.5sin(3 t), Cj0=1, =5, =2 


 
 


IV. CONCLUSION 
This paper demonstrated a algorithm developed for 


calculating the coefficients of Taylor’s series expansion of 
nonlinear function with time harmonic excitation. This 
algorithm provides a straight method to get the coefficients 
related to each of input frequency components by 
programming, where assumptions such as small signal and 
small-harmonic voltage terms can be excluded and more 
accurate calculation can be reached. It also offers a direct way 
to predict, given input with certain frequency components, 
how many harmonic terms would be produced in circuits 
according to the prefered terms of Taylor series. 


Compared with the results from Fourier transform of time 
harmonics q(t) represented by the red line, it can be found that 
the algorithm from Taylor series expansion, to some extent, is 
equivalently valid for evaluating the amplitudes of the terms Q, 
not only for one frequency input, but for multi frequency input 
as well.  


Furthermore, this algorithm relaxes the assumption of small 
signal and small higher harmonic voltage terms compared 
with the fundamental one. Therefore it can be applied to 
interesting practical cases, such as strong nonlinearity and 
large amplitude. Because higher order terms in the Taylor’s 
series expansion are not necessarily systematically ignored, all 
the factors which contribute to a certain order term can be 
involved in calculation, the result could be expected much 
more accurate than that provided by the simple analytical 
theory previously used. In addition, it reaches the insight of 







harmonic generation and can predict the number of harmonic 
terms when given a certain excitation.  


The algorithm also accomplishes the change from manual 
calculation to automatic calculation because of the same 
pattern in which all coefficients can be produced.  
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Abstract-In this paper we consider issues associated with the 


design of compact small format array systems for space satellite 
applications at millimeter and submillimeter wavelengths. Often 
such systems require folded optics with multiple mirrors which 
because of volume constraints may be in the near field of images of 
either the focal plane or the aperture plane of the satellite telescope 
antenna system. This implies that geometrical ray tracing will be 
limited in providing a good initial design concept. The behavior of 
the system requires including the effects of both diffraction of the 
individual beams of the array along with the imaging behavior of 
the system as a whole in mapping the region of interest. With this in 
mind an analytical approach based on Gaussian Beam Mode 
analysis and ABCD matrices is considered in this paper which can 
be used to search for possible solutions in the optical system design 
process. This approach provides an efficient means of identifying 
the range of allowable configurations that satisfy any mechanical 
constraints, as well as the mapping requirements for the scientific 
observations. 
 


I. INTRODUCTION 


The modeling of compact optical systems for small format 
arrays in the millimeter and submillimeter bands for satellite 
telescope applications requires careful consideration. For 
imaging systems the effects of diffraction on the individual 
beams of the array need to be taken into account to obtain high 
resolution and sensitivity for observing some region of interest. 
At the same time within any mechanical constraints we need to 
optimize the mapping capability of the system as a whole in 
which the principle rays of the individual beams of the array can 
be regarded as propagating as geometrical rays. However, for a 
compact system some focusing components will inevitably be in 
the near field Fresnel region of beam waists, implying that 
geometrical optics alone will be inadequate in designing the 
system. The telescope antenna beams may also even be elliptical 
for some applications, for example [1], and their behavior 
astigmatic within the optics, thus requiring careful analysis.  


In order to identify possible design configurations we consider 
an approach based on the application of Gaussian beam mode 
analysis to take account of diffraction combined with ray tracing 
which charts the principal axes of the individual beams. A 
formulism that neatly combines both approaches is based on the 
use of so called ABCD matrices, which were originally developed 
for describing the propagation of rays through a system but also 
as it turns out predict the evolution of the diffracting Gaussian 
beam modes. This in fact has its basis in the description of a 
Gaussian beam as a complex point source, as described in [2]. 


In order to illustrate the power of such an approach we 
consider the design of a system for coupling to a flat array of 
detectors as well also more general systems, including the case of 
an astigmatic configuration with elliptical input telescope beams 
to couple to a set of circularly symmetric detector feed beams 
(e.g. as in [1].) We show how it is possible using ABCD matrices 
to derive useful solutions given the mechanical constraints on the 
optics, so as to obtain the desired output (e.g. efficient coupling 
to the detector array with high resolution for the telescope in 
imaging applications). Such an approach is particularly useful for 
systems where the required beams on the sky have a significant 
degree of ellipticity such as for atmospheric physics or remote 
sensing. Given that the ABCD formulism assumes paraxial 
propagation, the approach can then be supplemented with 
physical optics modeling for the realistic second order behavior 
of the design concept.  


In section II we discuss the theoretical basis for the use of 
ABCD matrices and Gaussian Beam modes in the modeling of 
array systems. In section III we consider the example of 
optimizing the coupling of a flat array to a telescope while in 
Section IV we investigate the optimization more general systems 
including astigmatic beams. Finally in Section V we draw 
conclusions to the work. 


  


II. MODELING ARRAYS WITH ABCD MATRICES & GAUSSIAN 
BEAM MODES. 


If we assume that beams are propagating paraxially, then 
Gaussian beam mode analysis provides quite an accurate 
description of the propagation, provided any aberration and 
truncation effects are not significant. The Gaussian modes 
effectively form a basis set for any general field, and thus to a 
good approximation we can write the field as a sum of modes: 
E(x,y) = m Am Em, where for computational efficiency the sum 
contains as few terms as possible. Nevertheless, a number of 
higher order terms will generally be required to model a beam to 
reasonable accuracy. Gaussian Beam Modes have the following 
form in Cartesian coordinates (and are known as Hermite-
Gaussian modes [3]):  
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where the beam width parameter W, the complex phase curvature 
term q and the higher order phase slippage term mn depend on z, 
the distance along the axis of propagation. For Hermite-Gaussian 
modes 0)1(   nmmn , where 0 is the phase slippage term 


for the fundamental mode. The complex radius of curvature q is 
given by 1/q = 1/R – j/W 2, the real part being the physical 
phase curvature and the imaginary part giving the Gaussian 


amplitude envelope dependency )/)(exp( 222 WyxEmn  . 


Cmn is a normalisation factor (see for example [3]). 
In order to be able to propagate a general beam we need to 


know how W, R and 0 change between some input and output 
planes of interest. We can then reconstruct the field at the output 
plane, where WOUT, ROUT are the common values for the beam 
width parameter and the phase curvature for the basis mode set at 
that plane, respectively. Clearly, critical also is how the phase 
slippage mn term has changed between the two planes, as this 
determines the precise structure of the field [3].  


An efficient method for determining how the beam parameters 
evolve is based on an application of the ABCD transfer matrices 
from paraxial ray tracing [2], [3]. According to this scheme a ray 
incident on an input plane at a distance of rIN  off-axis and 
travelling in a direction IN  with respect to the optical axis will 
emerge at the output plane with the corresponding rOUT  and OUT 
(see Fig. 1) given by a relationship of the form:  
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ABCD matrices for individual focusing components, dielectric 


media interfaces and inter-component propagation have simple 
forms. The ABCD matrix for a complete system can be readily 
computed by matrix multiplication of the cascaded individual 
ABCD matrices [3]. Note that for a general system any possible 
value for the coefficients of an ABCD matrix are in theory 
possible, subject to the limitation that AD - BC =1.  


 
 


 
 
 
 
 
 
 
 
 


 


Figure 1.  Definition of r and  for the input and output planes. The ABCD 


matrix determines the transformations between the two planes. 


Conveniently a Gaussian beam can also be regarded as a 
complex point source with a complex radius of curvature that 
evolves in the same way as the normal radius of curvature for an 
idealized point source on-axis in geometrical optics. This allows 
one to use the following relationship between q at the input and 
output planes [3]: 
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At the same time the phase slippage evolution for the 
fundamental mode between the input and output planes is given 
by [3]: )/arg(0 inqBA  , from which mn can be derived. 


Thus, all the properties of a propagating mode set are readily 
recovered. 


For an array we can model the propagation of the principle ray 
for the off-axis beams using ray tracing, again taking advantage 
of ABCD matrices. At the same time the precise evolution of 
each beam pattern with respect to its principle axis is the same 
for all beams and so can be derived for the on-axis beam using an 
on-axis mode set. This provides an efficient way computationally 
of describing the beam using a relatively small mode set, while 
tracing the principle rays of the beams is straightforward.  


Alternatively, since Gaussian beam modes form a complete 
mode set for any paraxial field we can also model off-axis beams 
in an array using any on-axis mode set. In this case the higher 
order modes are critical to the description of the propagation. The 
precise interference between the higher order modes, controlled 
by the phase slippage term, determines the precise location of the 
main lobe of an off-axis beam, as well as also its direction of 
propagation (given by the phase tilt of the beam). We should 
choose the beam parameters for this mode set in order to be able 
to model any beam of the array with reasonable computational 
efficiency and so not just optimized for the on-axis beam. A 
method for determining this mode set is discussed, for example 
in [4] (see also [5]). The disadvantage of this technique is a 
relatively large mode set may be required to achieve sufficient 
accuracy. This ultimately limits the size of an array that can be 
efficiently modeled in this way. In any case the two approaches 
give precisely the same predictions for the evolution of the beam 
pattern of the array as a whole. 


Using either approach we can follow the evolving beam pattern 
and its off-axis displacement as it propagates through an optical 
system. As illustrated in Fig. 2 (a) top plot, an individual beam 
develops sidelobe structure as it propagates and we actually 
obtain an image of the far field pattern on the output focal plane 
of the lens (where the Fourier plane of the phase centre of the 
feed located). In the vicinity of the Fourier plane the beams 
overlap and interference effects will result if the beams are 
mutually coherent (Fig. 2 (b) middle plot). If the power of the 
lens/mirror is high enough each beam will also go through a 
waist at some plane, where the beam intensity will be a 







maximum. Furthermore, an image of the input fields at the array 
of waists (see for example Fig. 2 (b) middle and (c) bottom plots) 
will be formed at the geometrical image of the array. We next 
specifically consider how we can understand this behavior in 
terms of ABCD matrices and how the location of the image and 
Fourier planes of the array are related to the matrix coefficients.  


 


III. COUPLING TO FLAT ARRAYS USING ABCD MATRICES. 


Now let us take as an example the matching of a telescope 
system to an array of short horns on a flat plane. In terms of 
optimizing the optical design an array system in particular, we 
need to form an image of the telescope focal plane at the detector 
feed waists for optimized resolution of the field being observed. 
At the same time an image of the array far-field patterns should 
coincide with the telescope aperture for good control of spill-over 
and edge taper. Also for optimized spill-over efficiency for the 
array we require all the beam trajectories to intersect at the centre 
of the primary mirror. With this in mind in the design process we 
re-image the primary with an appropriate magnification factor to 
some plane to which we there couple the array of detector beams.  


Let us consider how we now achieve this with a single 
focusing component (mirror or lens) of focal length f, a distance 
d from the array (the input plane). The output plane is a distance 
z beyond the lens and the corresponding ABCD matrix is:  
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Figure 2. This figure illustrates the effects of propagation of an on-axis beam (a) 
and an off-axis beam (b) & (c). In the middle plot (b) the overlapping fields add 
coherently while in the bottom plot (c) they add incoherently. A single on-axis 


beam is shown in top plot (a) to emphasize the location of the waist. 


Clearly, we obtain A = 0, when z = f (the output focal plane), 
independent of the choice of d. We note that for this case the 
phase slippage of the fundamental satisfies: 


2/)/arg(0   INqBA  provided there is a waist at the 


input plane as then 1/qIN  is pure imaginary. This phase slippage 
of 2/0    also occurs between a waist and its far field (as 


in that case with no lens A = 1, and also for the far-
field  zB , so that AqB IN / ).  Thus, at the output focal 


plane of the lens a Fourier transform of the feed waists (i.e. an 
image of the far field pattern of the horn array) is formed no 
matter where the horn array is placed with respect to the lens.  


Now considering the properties of an array of beam we see that 
for a flat array producing beams propagating parallel to the 
central axis of the system, the focal point also corresponds to 
where the principle rays of the beams intersect (again because A 
= 0, so rOUT = 0 as IN = 0, for all values of rIN).  Thus, this is 
clearly an ideal place to locate an image of the primary mirror of 
a telescope, if minimized spillover is required with all beams 
centered on the primary. 


At the same time the beam widths for these images of the feed 
far-field patterns can be determined from the relationship: 


ffdfWjq INOUT /)/1()/(/1 22   , where we  have used that 


B = -1/C = f with A = 0. Thus, INOUT WfW  /  (independent of 


d), while at the same time for the phase  


curvature )/(2 dffROUT  . Fig. 2 (b) & (c) middle and 


bottom plots illustrate these points where we see the far field 
pattern of two beams of the array (one on-axis and the other off-
axis) re-imaged onto the lens focal plane. A clear interference 
pattern is seen for the case of two mutually coherent sources 
(middle plot Fig 2 (b)). This case is also shown in more detail in 
Fig. 3, with cuts across the beams at various planes of interest. 


One of the features of the phase slippage term is it keeps on 
circulating in angle in a counterclockwise sense around the unit 
circle as the beam propagates through the optical system, and 
eventually the sidelobe structure on each beam of an array 
actually starts to disappear as an image plane of the detector feed 
is approached. Such an image will be formed when B = 0, when 


}0,{)arg()/arg(0   AqBA in . It is notable that the 


location of any image plane is frequency independent (no 
dependency on ). This is consistent with the fact that if B = 0, 
then z satisfies the relationship that dfz /1/1/1  , which 


implies that a geometrical optics image is also formed for that 
value of z.  


If d > f then z > f and the image is located beyond the focal 
plane (Fourier plane), whereas if d < f a virtual image is formed. 
Also in the case of the real image 0 =  and the image is 
inverted (related to the symmetry of the Gaussian beam modes), 
whereas for the virtual image 0 = 0 and an upright image is 
formed (both consistent with geometrical optics). Clearly also if 
d is very much bigger than f, then B  0 when z = f, as expected. 


(a) 


(b) 


(c) 


z – direction of propagation 


x  


x  


x  







Clearly from Figs. 2 and 3 we see that even though the 
structure of the fields at the input plane are reformed at the image 
plane this does not guarantee the individual beams of the array 
have a waist there, even if these beams have waists at the input 
plane. The requirement for a waist is that qOUT is pure imaginary. 
However for the case where there is a waist at the input 


2///1 INOUT WAjDACq   then CAROUT / , but since C = -1/f  


in the image space of a single lens or mirror, we will therefore 
not obtain a waist at the image of a waist and a second focusing 
component will be required. This is the usual case for a Gaussian 
beam telescope, of course, with a waist at the input focal plane of 
the first lens being imaged onto a waist as the output focal plane 
of the second lens, but two focusing components are required.  


If the input plane does not coincide with the beam waists then 
the beams will have non-zero curvature and in that case, we 
obtain a waist at the output if dfCDRIN  / . Thus, it is 


possible to produce waists at an image plane by arranging that 


INRfd  . However, we note that images are virtual for a 


positive RIN, which will be the case if the input plane is at the 
aperture of a short horn antenna of length L, (in which case RIN = 
L and d = L – f, the focus of the lens coincides with the apex of 
the horn). Nevertheless a virtual image of a horn aperture with 
zero phase curvature may still be a very useful input for any 
subsequent re-imaging optics (such as a Gaussian Beam 
Telescope arrangement, for example [3]).  


In summary, for a propagating array of beams there are 
essentially 3 planes of interest (as illustrated in Figs. 2 & 3). The 
image plane of the array, formed at the geometrical image, the 
waist plane, where the individual beams go through their 
individual waists and the Fourier plane of the array, where the far 
field patterns of the feed waists of the array are formed. For a flat 
array the far field pattern of the feeds are formed on the focal 
plane of the focusing component and furthermore the beam 
trajectories intersect at the focal point. 


 


IV. OPTICAL SYSTEMS SUBJECT TO MECHANICAL CONSTRAINTS. 


For a system of several focusing components there are many 
degrees of freedom possible for choosing the component 
parameters and locations though some will inevitably be limited 
by mechanical constraints. Various arrangements are then 
possible depending on the mechanical degrees of freedom. In 
general we must match the beam parameters W and R of the 
telescope at the input plane say with the feed array beams at the 
output plane. At the same time is it important to remember that 
we also need to keep control of the phase slippage term 0 
between the two planes to ensure correct imaging properties for 
the system (such as the telescope focal plane being imaged onto 
the feed horn array, for example). 


 


 
 


Figure 3 showing details of the on-axis and an off-axis beam of an array 
overlapping for a coherent example showing the beams at the input, Fourier, 


waist and image planes.  
 


In general therefore we need 3 degrees of freedom. Clearly 
there is the possibility of obtaining these from the 3 independent 
values for the matrix coefficients (A, B, C and/or D) provided by 
some arbitrary general optical system and thus produce the 
correct transformations for W, R and 0 between well defined 
input and output planes. 


For case of two focusing  components of focal lengths f1 and f2 
(f1 being the closer to the input plane), for example, which can be 
separated by a variable distance z the corresponding ABCD 
matrix gives 3 degrees of freedom: 
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which is convenient in that the relationships between A, B, and D 
and the component parameters are easy to determine.  


An adjustable output or input distance can provide extra 
degrees of freedoms.  In any case if the optical components are 
not located at the input and output planes being matched, clearly 
we need to include in the matrix the distances to these planes 
yielding the following  more complex ABCD matrix: 
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where 2121 //1/1/1 ffzfffcom    and d1 is the distance from the 


input plane to the first mirror (f = f1) and d2 is the distance from 
the second mirror (f = f2) to the output plane 


Another situation which may occur is where the locations of 
the focusing components are mechanically fixed and therefore 3 
components are required to match input and output planes for 
general fields. Thus, if the inter focusing distances are z1 between 
focusing components 1 & 2 and z2 between lens 2 & 3 (and f1 is 
again the closest to the input plane), we obtain an ABCD matrix 
of the form:  
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This has the convenient property that for a system with 
constrained component locations, and so predetermined distances 
z1 and z2, we can calculate the respective required powers (P = 
1/f ) of the corresponding focusing components as follows: 
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(8) 
where  zandzare predetermined (in convenient units of 
distance in these formulas).Clearly, for the required ABCD 
matrix 21212 /)(/)( zzBzzBP   , from which P1 


and P3 can be computed and thus the required system determined.
We can also consider more complex arrangements in which we 


are required to couple a set of astigmatic beams such as produced 
by a telescope with an elliptical aperture to an array of circular 
beams such as the case of a corrugated horn array, for example. 
Therefore between the two planes we have the requirement to 
match the W of the circular horn array beam waists to the two 
widths Wx and Wy of the elliptical telescope beams, where we 
have aligned the local x and y axes with the major and minor axis 
of the ellipse defined by these beams. As well as matching the 
beam widths we are also required to match the phase radii of 
curvatures and the phase slippage parameters (0x, 0y) for the 
elliptical beams between the input plane and the output planes 
(phase slippage is critical for imaging with total phase slippage 
for a skew mode being mn= (m+½)0x+(n+½)0y ). Within 
the system we assume the propagation of the beams can be 
described in terms of a skew Gaussian beam mode set defined in 
terms of independent beam parameters (Wx,Rx,x) and (Wy,Ry,y). 
For each orientation we require 3 degrees of freedom, so that the 
minimum number of optical components required to achieve the 
match, if their locations are fixed by mechanical constraints is 3, 
where each component has different focal lengths fx and fy in the 
two principle orientation directions of the skew beams.  Clearly, 


if there are no mechanical constraints or limitations present it 
may be possible to match the beams with less than 3 components, 
but the required distances to the object and image for a match 
may be mechanically awkward.  


 This approach was taken for the example shown in Fig. 4, 
(based on a system defined in [1]), in which we wish to form an 
image of the telescope aperture (for a Cassegrain arrangement) at 
some convenient plane in the optical system to which we couple 
the array of feed beams. We assume that the system is subject to 
mechanical constraints with regard to the positioning of the 
focusing components. On the array side mirror MA of focal length 
fA produces a Fourier pattern at its output focal plane, which is 
constrained to be a certain distance d2 from the mirror M3 (with 
focal lengths f3x, f3y). The beam width parameter at the aperture 
image plane is WF (where the beams are non-astigmatic) is given 
by  /AAF fWW  , where AW is the beam size at the waist at the 


detectors, while )/(2
AAAF dffR  for the array beams there 


also. Note that the telescope itself produces an array of astigmatic 
elliptical sky beams at its Cassegrain focus with primary (MP) 
and secondary mirrors (MS). However, before the focus is formed 
a relay of 3 mirrors (M1, M2 &M3) is introduced in which the 
positions of the mirrors are fixed, but their pairs of focal lengths 
fx and fy are adjustable. We can then determine the pair of ABCD 
matrices Mx and My, that brings us from the telescope primary to 
the aperture image plane.  At the same time we know we require 
a magnified circularly symmetric image of the array far fields at 
the primary mirror, which defines a full ABCD matrix for the 
system as a whole from the telescope to the array.  


 


 
 


Figure 4: Schematic of the astigmatic optical system (based on [1]). 
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TABLE I 
BEAM PARAMETERS AT, AND FOCAL LENGTHS OF VARIOUS MIRRORS 


 


Mirror  Wx 


(mm) 
Wy 


(mm) 
fx 


(mm) 
fy 


(mm) 
0,x 
(rad) 


0,y 
(rad) 


MP 471 235 1105.9 0 


MS 58.2 29.1 -151.5 0.01 0.08 


M1 37.2 19.4 -2150.1 -17103 0.08 0.29 


M2 23.5 13.0 681.0 542.8 0.26 0.99 


M3 14.1 255.0 493.1 2.84 


Image 
Plane 14.7 d2 = 213.8 3.14  =   


Array 
Plane 10.2 fA = 526.4 -1.57 = /2 


 
Table 1 lists the beam parameters at the various mirrors and at 


the image plane of the telescope aperture. As can be seen the 
required phase slippage is the same for both beam orientations 
and the beams are symmetric after M3, as required. Note that 
beam waists are formed at M3, while the image of the telescope 
aperture is at a distance d2 away. Thus, a solution is arrived at 
through the ABCD matrix analysis as described above. This 
solution is illustrated in Fig. 5 (a) & (b). In Fig.6 we show typical 
far field plots for beams on the sky for a realistic typical system 
when a full physical optics analysis is included (based on [1]). 
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Figure 5: Evolution of beam parameters in an astigmatic optical system (see 
Table I) with distance from MS. Positions of the mirrors are indicated. At image 
plane 0 jumps from + to -. At array plane 0 = -/2 (equivalent to 3/2). 


 


 
 


Figure 6: Typical far field beam patterns for 2 example beams in an array based 
on a physical optics analysis for the beams on the sky. An elliptical telescope 


feeds an astigmatic quasi-optical system coupled to a feed horn array (based on a 
system described in [1]). Contour levels at -3dB, -10dB, -20dB and -30dB. 


 


V. CONCLUSIONS. 


In this paper we have reported on an approach for optimizing 
the design of small compact arrays using ABCD matrices. We 
have shown that for mechanical constraints the requirements of 
the optical system can be expressed conveniently in terms of 
ABCD matrices which provide an analytical framework for 
optimizing design concepts. The precise optical implication in 
terms of sidelobes, aberrations and cross polarization levels are 
then extracted using accurate techniques such as physical optics. 
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Abstract—The perfect cylindrical cloaks require 
anisotropic material parameters, which are very difficult to 
realize in practice. An effective approach to realize 
electromagnetic cloaking is that the cloak composed of 
homogeneous isotropic materials is concentric layered 
instead of using the metamaterial. For most cases, material 
parameters of the cloak are nonlinear, we propose a 
concentric layer structure with different thickness layer to 
realize ideal cylindrical cloak with spatially invariant axial 
material parameters. Numerical simulation results verify 
that, when the layer number is identical, the proposed 
cloaking exhibits better invisibility performance compared 
to the cloak previously publications, that is, the cloak with 
the equal thickness layers.  


I. INTRODUCTION 
ased on coordinate transformations, cloak of invisibility 
was proposed by J. Pendry,  which can perfectly conceal 


arbitrary objects from the coming detection [1].Following this 
approach, the experimental realization at microwave frequency 
was soon reported, and various cloaks and other interesting 
devices such as concentrator, field shifter have been proposed 
afterwards[2-20]. The ideal cylindrical cloak has three spatial 
variant material parameters, which is very difficult to realize in 
practice. Then cylindrical cloak designed with simplified 
parameters are proposed aiming to decrease the complexity in 
the realization of cloak, but exit finite scattering [21]. Perfect 
cylindrical invisibility cloak with spatially invariant axial 
material parameters were proposed, then difficulties  in the 
experimental realization of the cloak were reduced, but good 
performance of invisibility are still keeping[22]. For most cases, 
electromagnetic invisible cloak requires inhomogeneous and 
anisotropic media, therefore it is difficult to construct by using 
naturally existed materials. Y. Hung proposed a cylindrical 
cloak structure with homogeneous materials [23]. It was 
realized by a concentric identical thickness layered structure 
consisting of alternating homogeneous isotropic materials, 
which can be treated using theory of effective medium as 
anisotropic layer. 


In this paper, an ideal cylindrical cloak with the different 
thickness concentric layered structures was effectively 


constructed. It can be realized by layer structures of composite 
media. Numerical simulation results validate that, with the 
same layer number,  the cloak with the different thickness 
layers exhibits better invisibility performance  compared to the 
cloak previously publications, that is, the cloak with the equal 
thickness layers. 


II. CYLINDRICAL CLOAK WITH  DIFFERENT THICKNESS LAYER  
STRUCTURE OF HOMOGENEOUS MATERIALS 


Material parameters for the perfect electromagnetic 
cylindrical invisibility cloaks are suggested by Reference [22]: 
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Where a  is the inner radius, b  is outer radius, and the 
cloak occupies the cylindrical region ( bra ).  


r , r , , , 


z  and z  represents radial, angular  and z  components of 
permittivity and Permeability respectively. 
  As proposed in Reference [23], the cylindrical invisible 
cloak with inhomogeneous and anisotropic media can be 
constructed through layered structures of homogeneous 
isotropic materials,  
and the structure is  shown in Fig 1. 


The cloak is divided into N equal-thickness layers, and the 
layer is composed of two sub-layers. The each homogeneous 
anisotropic layer is mimicked by two sub-layers with different 
parameters, and the parameters of the two sub-layers were 
derived from the corresponding anisotropic layer using theory 
of effective medium. 


According to effective medium theory, when the layer 
thickness is much less than the wavelength, we can treat the 
material of above structure as a single anisotropic medium with 
the permeability: 
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Where 21 dd  is the ratio of two sub-layer thicknesses. 


1 and 2  represent the permeability of sub-layer 
respectively. 


For most cases, material parameters of the cloak are 
nonlinear, so discrete parameters of the equal thickness can’t 
well fit anisotropic parameters. Fig 2 shows the curves of 


r and  proposed in Reference [19]. 
 
 


 
Fig 1 Concentric layer structure with equal thickness 
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Fig 2 Curves of  r and  based on coordinate transformation 


It can be clearly seen that r and changes lightly near 
the outer region compared to the inner region. The discrete 
parameter derived from equal-thickness layers can’t mimic the 
original continuous parameters well. So we can discrete the 
parameter according to gradient, that is, more layers are 
divided in the region of great gradient compared to small 
gradient. In this paper, an ideal cylindrical invisibility cloak 
with spatially invariant axial material parameters implemented 
by different thickness concentric layer structures was 
constructed. In order to contrast to the identical thickness layer 
structure previous publication, we divide the cloak into 10 
layers. Here, we assume =1, the cylindrical cloaking shell with 
inner radius a= 0.1m and outer radius b = 0.2 m, anisotropic 
medium could be represented approximately by ten unequal 
discrete layers of homogeneous anisotropic medium. According 
to Fig.2 and Fig.3, near the region of outer radius, the gradient 
is not steep, so we use one layer to substitute two layers of 
identical thickness. near the region of the inner radius, the 
gradient is steep so we divide original one identical thickness 
layer into two layers. 


Combining equations (1), (2), (4) and (5), the parameters of 
the different thickness layer structure cloak (N=8 and 10) and 
the parameters of the equal thickness layer structure cloak (N= 
10) are shown in table 1, table2 and table 3 respectively.  


To demonstrate the performance of the designed cloak, 
full-wave simulations with the commercial finite-element 
solver COMSOL MULTIPHYSICS was performed to verify the 
performance of the designed electromagnetic cloak. We assume 
TE plane wave incidence along the x direction at 2 GHz 
frequency (or 15.0 m), the cloaking materials are 
assumed to be lossless and the interior region is perfect electric 
conductor (PEC), and perfect matched layers (PML) are used to 
absorb the scattered field, and boundary settings are continuity. 
The simulation results of the proposed cloaking structure are 
shown in Fig.3, Fig.4 and Fig.5.  


Table 1 Permeability of eight-layer cloak with different thickness 
Layer(unit: ) 2.0-1.8 1.8-1.6 1.6-1.45 1.45-1.3 


1  0.4514 0.4014 0.3399 0.2832 


2  2.2153 2.4915 2.9422 3.5308 


Layer(unit: ) 1.3-1.2 1.2-1.1 1.1-1.05 1.05-1.0 


1  0.2134 0.1565 0.0874 0.0466 


2  4.6851 6.3889 11.4364 21.4565 


Table 2 Permeability of ten-layer cloak with different thickness 


Layer(unit: ) 2.0-1.8 1.8-1.6 1.6-1.45 1.45-1.3 1.3-1.25 


1  0.4514 0.4014 0.3399 0.2832 0.2134 


2  2.2153 2.4915 2.9422 3.5308 4.6851 


Layer(unit: ) 1.25-1.2 1.2-1.15 1.15-1.1 1.1-1.05 1.05-1.0 
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1  0.1862 0.1565 0.1238 0.0874 0.0466 


2  5.3693 6.3889 8.0778 11.4364 21.4565 


Table 3 Permeability of ten-layer cloak with equal thickness 


Layer(unit: ) 2.0-1.9 1.9-1.8 1.8-1.7 1.7-1.6 1.6-1.5 


1  0.4514 0.0427 0.4014 0.3723 0.3399 


2  2.2153 2.3387 2.4915 2.6859 2.9422 


Layer(unit: ) 1.5-1.4 1.4-1.3 1.3-1.2 1.2-1.1 1.1-1.0 


1  0.3303 0.2617 0.2134 0.1565 0.0874 


2  3.2967 3.8217 4.6851 6.3889 11.4364 


As shown in Fig.3, with the eight unequal thickness layer 
cloak the electrical fields are smoothly excluded from the 
interior region and return to the original propagation direction 
with minimal scattering. Without the cloak, the waves are 
severely scattered by the bare conductor resulting in a 
remarkable backward reflection and evident shadow behind the 
conducting cylinder. Invisibility performance of the cloak with 
8 layers of different thickness is quite pronounced compared to 
a bare conductor.  


Fig.4 shows the simulation results for the electrical field 
around the multilayer cylindrical cloak with equal and unequal 
thickness (N=10). We can see that the electrical fields are 
smoothly excluded from the interior region with minimal 
scattering, the invisibility performance of two cloaks are both  
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Fig3 Calculated electrical-field distribution around the conducting cylinder (a) 
with a cloak of 8 concentric different thickness layers, and (b) without cloak. 
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(b) 
Fig 4 Calculated electrical-field distribution around the cloak (a) with a cloak of 10 
concentric unequal thickness layers, and (b) with a cloak of 10 concentric equal 


thickness layers. 
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 Fig 5 Far field scattering pattern (a) conducting cylinder (black line) (b) with cloak 
of 10 equal thickness layers (red line) (c) with cloak of 10 equal thickness layers 


(green line). 
well. To further demonstrate the performance of the proposed 
unequal thickness cylindrical cloak, the far-field scattering 
pattern is shown in Fig 5. It can be clearly seen that with the 
same layers (e.g. N=10), the far-field scattering of such unequal 
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thickness layer structure dramatically drops compared with that 
of equal thickness layer structure previous publications except 
for some directions, the forward scattering and the backward 
scattering has been dramatically reduced. And these because 
that the parameters are well close to the discrete parameters of 
the anisotropy materials based on coordinate transformation.  
 


III. CONCLUSIONS 


In summary, we have successfully constructed a 
cylindrical cloak with structure of different thickness layer 
according to the slope of original ideal cylindrical cloak 
parameters which are spatial invariant axial material parameter. 
Compared to the cloak previously publications, that is, the 
cloak with the equal thickness layers, the cloak with the 
different thickness layers exhibits better invisibility 
performance, the far-field scattering of such structure cloak 
drops except for some directions, and the forward scattering has 
been reduced much. And these because that the parameters are 
well close to the discrete parameters of the anisotropy material 
based on coordinate transformation. Such a cloak can realize by 
thin layers of normal materials or composites, it can potentially 
be a better way for realizing a near-invisible cloak. 
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Abstract-In this paper a mixer test jig for millimeter wave 


Schottky diode testing is presented. Changing of the diode under 
test is easy, which enables the comparison of different discrete 
Schottky diodes in the actual operating environment. The nominal 
frequency of the mixer test jig is 183 GHz. The mixer test jig has 
been tested with a commercial Schottky diode and the measured 
double side band (DSB) conversion loss is 4.6 dB and the mixer 
noise temperature is 650 K. 


I. INTRODUCTION 


Characterisation and development of Schottky diodes are 
extremely important because the Schottky diode mixers are 
probably the most important components of sensitive receivers 
at millimeter and submillimeter wavelengths [1, 2]. Generally 
Schottky diodes are characterised by traditional current-voltage 
(I-V) and capacitance-voltage (C-V) measurements. The diode 
can also be characterised by S-parameter measurements. A 
parameter extraction and an equivalent circuit modeling are 
carried out based on the measurement results [3].  However, a 
uniform method to compare different Schottky diodes based on 
the mixer operation in the actual operation environment would 
be beneficial. In this paper a mixer test jig for testing and 
comparing of different single-anode Schottky diodes at 183 
GHz is presented.  


II. FUNDAMENTAL MIXER TEST JIG 


A photograph of the mixer test jig is shown in Fig. 1. The 
mixer test jig consists of split-waveguide blocks and a 3D-
illustration of the lower waveguide block is shown in Fig. 2. 
The RF and LO matching of the diodes is performed with 
integrated low-loss EH-waveguide tuner [4] and the IF 
impedance can be matched with an external coaxial tuner. The 
diodes are mounted on identical substrates and the waveguide 
block is the same for all diodes. The DC and IF connections 
are produced in a way that the substrate with the diode can be 
easily changed.  


III.  MEASUREMENTS 


The fundamental mixer test jig has been tested with VDI-
SC2T6 diode by noise measurement based determination of 
double side band (DSB) conversion loss and mixer noise 
temperature [5]. The measurement setup is presented in Fig. 3. 
A backward wave oscillator (BWO) OB-66 is used as the LO 
source and an absorber plate in the room temperature (hot load) 


and in the liquid nitrogen (cold load) as the RF source. The LO 
noise is a disturbing factor in the noise-based measurements. 
Therefore, a narrow-band diplexer is needed for filtering the 
LO noise. 


The used LO frequency is 182.6 GHz, IF frequency is 1.05 
GHz and LO power is 2.1 mW. The bias current and EH-tuner 
are adjusted for the optimum conversion loss at the signal 
frequency of 183.65 GHz using Agilent PNA 5250A Vector 
Network Analyzer as the RF source. The noise power of the 
whole setup and the noise power of the IF chain are measured 
at different adjustments of the variable attenuator of the IF 
chain using HP 8970A Noise Figure Meter.  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
 


Figure 1. Photograph of the mixer test jig on a supporting device. 


 
 
 
 
 


 
 
 
 
 
 


 


Figure 2. 3D-model of the lower waveguide block of the mixer test jig. 
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Figure 3. Measurement setup. 


 
The noise temperature of the whole measurement setup is 


linearly related to the noise temperature of the IF chain and the 
DSB noise temperature, TM and conversion loss, LDSB can be 
solved by plotting the noise temperature of the whole 
measurement setup as a function of the noise temperature of 
the IF chain. A straight line is then fitted to the measurement 
results and the slope of the line is the DSB conversion loss of 
the mixer and the intersection point of the y-axis is the DSB 
noise temperature of the mixer. The measured DSB conversion 
loss and noise temperature with and without the IF tuner are 
shown in Table 1, where also for comparison the conversion 
loss results with the PNA as the RF source are presented. The 
IF tuner is used to improve the mixer performance by matching 
the IF impedance to the mixer impedance and the IF tuner is 
placed after the bias-T.  


IV. SUBHARMONIC MIXER TEST JIG 


Nowadays the discrete diode mixers above 100 GHz are 
often realized as subharmonic mixers using an antiparallel 
diode pair. The subharmonic mixers have better noise 
properties and the LO is pumped at a frequency that is about 
half of the RF frequency, which is a great advantage at higher 
millimeter and submillimeter wavelengths because no diplexer 
is needed. This means also that in a case of subharmonic mixer 
test jig the problems caused by the noise of the LO source 
(BWO) are alleviated. 


We are now in the process of designing a subharmonic 
mixer test jig for antiparallel Schottky diode pairs at the 
nominal frequency of 183 GHz. Some RF front-end 
components used and tested during the development of the 
fundamental mixer test jig can be utilized also in the 
subharmonic mixer test jig [4, 6]. A possible structure of the 
subharmonic mixer test jig is introduced in Fig. 4. 


 


TABLE I 
FUNDAMENTAL MIXER TEST JIG MEASUREMENT RESULTS 


 PNA 
measurements Noise measurements 


Measurement LDSB  [dB] LDSB [dB] TM [K] 


Without IF tuner 5.0 4.9 780 


With IF tuner 4.1 4.6 650 
 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


Figure 4. Possible structure of the subharmonic mixer test jig. 


V. CONCLUSIONS 


A universal, reliable way to compare different Schottky 
diodes would be beneficial not only for best mixer design but 
also for diode development. In this paper a mixer test jig for 
millimeter wave single-anode Schottky diode testing presented. 
The changing of the diode under test is relatively easy, and 
therefore the comparison of different Schottky diodes in their 
actual operating environment is possible. The tuning of the RF 
and LO impedances of the diode is smooth with an integrated 
EH-tuner and the IF impedance can be matched with an 
external tuner. The mixer test jig is tested with a commercial 
Schottky diode and the DSB conversion loss is measured to be 
4.6 dB and noise temperature is measured to be 650 K using IF 
tuner and 2.1 mW LO power. The work continues with a 
design of another test jig for antiparallel Schottky diode pairs. 
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Abstract - In this paper, we concentrate on the design and 


analysis of the active semiconductor traveling wave devices based 
on the Gunn effect in bulk GaAs semiconductor. The complex 
model of active device based on the macroscopic approximations 
of electron dynamics is analyzed by finite element method using 
COMSOL Multiphysics and the design issues to achieve an 
efficient amplification and device stability are formulated and 
discussed. Upon simulation results of the convectional active 
coplanar waveguide design based on the experimental work in [1], 
we propose more efficient solution. 


I. INTRODUCTION 


Since the active semiconductor devices are limited by the 
transit time of charge carriers or high field domains through 
the structure, the miniaturization is the key to achieve the 
operation at high frequencies (at sub-millimeter and 
millimeter wavelengths). However, reduced device 
dimensions make it difficult to effectively dissipate a heat and 
together with reduced device efficiency led to the crucial 
limitation in the output power [2]. Furthermore, the 
miniaturized transmission lines that connect the active devices 
with electronic circuits and systems suffer by extreme 
attenuation at millimeter wave band [3].  


One possible solution to overcome such fundamental 
limitations is to leave the concept of the lumped active 
components and focus on the devices based on distributed 
parameters [2]. Beside the approaches as the multi-element 
network and power combiners, two basic types of 
semiconductor distributed amplifying structures, which differ 
by orientation of the wave-vector k relative to the drift 
velocity of carriers v, are in the scope of interest. Proximity of 
the phase velocity of the wave to the carrier drift velocity is 
the characteristic property for structures with parallel drift 
where v || k. In structures with transversal drift, when v ⊥ k, 
the waves propagate with velocity close to the speed of light 
in the medium and the effect of amplification occurs due to 
coincidence of the transverse components of the electric field 
with the transverse drift of carriers in a semiconductor [4]. 


In this paper, we focused on the active devices based on the 
transversal drift interaction in GaAs semiconductors which is 
characterized with the bulk negative differential conductivity 
(BNDC). Up to date, there are mainly experimentally oriented 
results in this field. The first successful experiments on 
electromagnetic wave amplification by BNDC is based on the 
coplanar waveguide design on GaAs wafer at frequency about 


20 GHz [1]. Other experiments dealt with a fin-line inside the 
rectangular waveguide at the frequencies about 40 GHz [2]. 
All published works are based on the devices using the 
coplanar configuration of the voltage terminals. 


 This work is focused on the improvement of such BNDC 
based devices, particularly on the achievement of the higher 
gain and the higher operating frequency. The paper is 
organized as follows. Section II briefly discusses the issue of 
the device-level simulation and describes the macroscopic 
approximation of the Gunn effect and the evaluation of the 
device stability. The section III presents the results of the 
complex numerical calculations of the convectional design 
represented by the active coplanar waveguide and describes 
the principle of device performance improvement. The 
section IV compares the numerical results of the transmission 
properties and Section V concludes the paper.  


II. MODELING OF THE GUNN EFFECT BASED DEVICES 


The device characterization cannot be restricted to the 
analysis of the active region only. The supporting materials, 
metal contacts and other interfaces have a significant effect on 
the device performance, so the whole device should by 
included in the simulation. The device level modeling of the 
semiconductor devices at microwave frequencies is facing to 
the problems of the enormous complexity and computational 
demands of the full-wave formulation of the coupled wave-
transport phenomena. A very general formulation of such 
coupled problem has been proposed in [5]. However it results 
in computational complexity which practically limits the 
analysis to a 1D cross section. 


Our approach is based on the use of the macroscopic 
approximations of the electron physics for the characterization 
of the semiconductor media properties in the small-signal 
approximation. This way we can use the semi-classical 
approaches for the semiconductor devices simulation. 


The carriers transport phenomena is modeled by 
thermodynamic drift-diffusion scheme (TDD) which 
represents the trade-off between complexity and the accuracy 
of the device-level simulations of semiconductor structures [6], 
[7].  


Inclusion of the Gunn effect in the scheme at the 
microscopic scale requires the calculation of the hot electrons 
transfer from central valley Γ to the upper valleys X and L of 







conduction band in momentum space. Such calculation for the 
bulk GaAs using Monte Carlo method was published in [8] 
and the result was generalized in the model of the macroscopic 
field dependent electron mobility. We use this model in the 
thermodynamic drift-diffusion computations and for the 
purpose of the high-frequency calculations in small-signal 
approximation we derive its differential form as 
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where L
satv  is the temperature dependent electron saturation 


velocity, critE  is the threshold electric field, A  and g  are the 
approximation coefficients whose expressions can be found in 
[8]. While the bulk GaAs sample is assumed to be biased by 
electrostatic field 0E , the 0E  denotes the component of  0E  
in the direction of the electron current density vector nJ , 
which can be evaluated as 
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That follows that the mobility D
nµ  have to be represented as 


the uniaxial tensor due to anisotropy character of the Gunn 
effect resulting from (2). 


In the calculation [8] and consequently in the equation (1) is 
assumed the static or very slow variation of the electric field. 
However, at high frequencies the velocity and diffusion of 
electrons do not instantaneously follow the variations of the 
electric field and the mobility becomes frequency dependent. 
Using the precise Monte Carlo calculations of the electron 
mobility properties in GaAs at microwave frequencies 
published in [9] we formulate the frequency and temperature 
dependent correction term to the static electron differential 
mobility (1). The final expression is 
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where T is the temperature and the coefficients 1,2a , 1,2b , 1,2c  
are given by polynomials of first and second order whose can 
be found in [10]. The evaluated characteristics of the DF


nµ are 
depicted in the Fig. 1 for the various frequencies and 
temperatures. The crosses denote the numerical results taken 
from [9]. 


 
Figure 1. Frequency and temperature dependent differential mobility 


characteristics. 


It is well known that the moving space-charge instabilities 
(Gunn domains) can be formed in the bulk GaAs 
semiconductor in the high intensity electric field. They can be 
observed as the short current pulses at terminals with 
frequency given by transit time between the device terminals. 
This self-oscillation behavior is highly undesirable for the 
purpose of the stable amplification. If we ensure that the 
domain formation time is greater than the domain transit time, 
the domain does not have enough time to develop and the 
sample is stable. This condition can be derived using 
equivalent R-C circuit [8], [10] as 
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where L  represents the device length (voltage terminal 
distance), DN +  is the doping concentration by donors,  ε is the 
permittivity and q  is the elementary charge. For the 
homogenous GaAs sample the criterion (4) can be evaluated 
as  
 151 10DLN + < × m-2. (5) 


III.  DESIGN AND CALCULATION RESULTS 


The concept of the active BNDC based travelling wave 
transmission line was successfully verified by experiments in 
continuous and pulse regime [1]. Further we have focused 
only on the continuous regime, because it represents the worst 
case in terms of heat dissipation.   


We have developed the cross-section model of the 50 Ω 
active coplanar waveguide (ACPW) on the low n-doped GaAs 
substrate with thickness of 300 µm according to the Fig. 2. 







 
Figure 2. Active coplanar waveguide structure. 


Due to the coplanar configuration of voltage terminals, the 
steady current nJ  is expected to flow dominantly along the 
surface in parallel to the transversal electric components of the 
propagating fundamental mode field pE . It follows that the 
highly n-doped area (active region) should located at the 
surface where the strongest interaction between pE  and 
BNDC is expected. The highly n-doped area with dimensions 


a aw h×  is highlighted by red color in the Fig. 2. The initial 
donor concentration DN +  was chosen accordingly to the 
criterion (5) and the device stability was investigated upon the 
results of the TDD calculations using (4) on the domain Ω  
marked in the Fig. 2. The heat dissipation is provided at the 
ground plane interface with boundary heat transfer coefficient 
htc , which completely substitute the real heat-sink in the 
simulations. Its value for the typical metal plate heat-sink 
should be in the range 104 ÷ 105 Wm2K -1 [10].  


Using the parametric analysis we found that the best stable 
amplification performance of the ACPW were achieved for 
the active area dimensions 320aw = µm and 60ah = µm, heat 
transfer coefficient 510htc = Wm2K-1, doping concentration 


19 -32 10 mDN+ = × and bias voltage 70aV = V with resultant 
device temperature 411T =  K. 


 
Figure 3. Effect of the electron flux repulsion from the surface caused by high 


intensity electric field at the metal edges 


The solution of the TDD calculation at positive bias 50V 
applied at the central strip is depicted in the Fig. 3, where we 
visualize 30 stream lines of the electron flux placed 
equidistantly at the cathode with the length of the high doped 
area interface (source of electrons). The electrostatic field is 
presented by contour lines of equidistant values. We can 
observe the effect of the carrier dispersion in the substrate 
while the electrons are accelerated in –z axis direction by the 
high electric field values at the strip edges and pushed away 


from the surface into the substrate. As a result the electrons 
are spatially dispersed and flow out of the active area. Further 
more, the current density vector and the transversal 
components of the propagation wave are no longer parallel to 
each other. It means that, both assumptions of the effective 
interaction are not respected. 


On the other hand, the effect at the voltage terminal edges 
can be exploited to enhance the interaction efficiency. If we 
consider the current flow perpendicularly respective to the 
terminal surface along entire length between voltage terminals 
(in parallel to z axis), and we take into account that areas of 
high electric field exhibits by considerably lower mobility, the 
high intensity electric field at the strip edges should focus the 
electron flux into a narrow beam. Such effect can be realized 
in the microstrip line configuration. 


For this purpose we have developed the cross-section model 
of the 50 Ω active microstrip line (AML) on the low n-doped 
GaAs substrate with thickness of 100 µm according to the 
Fig. 4. The device stability was evaluated on the active 
domain, depicted by red color in the Fig. 4, using (4). 


 
Figure 4. Active microstrip line structure. 


We found that the best stable amplification performance of 
the AML were achieved for the active area width 30aw = µm, 


510htc = Wm2K-1, doping concentration 19 -32 10 mDN+ = × and 
bias voltage 55aV = V with resultant device temperature 


326T = K. 
The solution of the TDD calculation at positive bias 50V 


applied at the strip is depicted in the Fig. 5. It is obvious that 
the high field effect at the strip edges affect significantly the 
path of the current flow by desired manner. The electron 
current density is focused under the strip to the narrower area 
and its vectors are in parallel to the transversal components of 
the fundamental mode. It follows that both assumptions of the 
effective interaction are met. Furthermore, the efficient heat 
dissipation is provided by close contact of the active area with 
the heat-sink interface at the ground plane. 


. 


Figure 5. Focusing effect of the electron flux due to the high intensity electric 
field at the strip edges. 


 







IV.  COMPARISONS 


If we consider the passive design of presented transmission 
lines, e.g. made on the semi-insulating GaAs substrate, we can 
found that the attenuation constants due ohmic losses in 
metallic parts considerably differ to each other. Therefore it is 
desirable to calculate the difference of the attenuation and 
phase constants between passive and active versions of the 
transmission lines. This way, we can clearly compare the 
effect of the active substrate on the transmission properties. 


The calculation results of the attenuation constant difference 
α∆  are depicted in the Fig. 6. for both devices. The 


magnitude of the negative values indicates the additional gain 
and the positive one the additional losses of the active design 
contrary to passive one. The better performance of the 
microstrip line is evident. The gain at 1 GHz is approximately 
the same for both devices with the value about 37 dBm-1. In 
case of the ACPW, the gain decreases rapidly with the 
frequency to the value 0α∆ =  at 14f ≐ GHz. The AML 
exhibits by more uniform gain characteristic and falls to value 


0α∆ =  at the frequency 70f ≐  GHz.  


 
Figure 6. Frequency characteristic of the attenuation constant difference 


between passive and active transmission lines. 


 
Figure 7. Frequency characteristic of the phase constant difference between 


passive and active transmission lines. 


 
The calculation results of the phase constant difference β∆  


are depicted in the Fig. 7. for both devices in the relative scale 
to the free space phase constant 0β . It is obvious that the 
AML contrary to the ACPW exhibits by lower relative phase 
shift about one order. 


V. CONCLUSIONS 


In this paper, the modeling issues of the distributed BNDC 
devices were discussed and the complex calculations of the 
active transmission lines up to 100 GHz are presented. The 
issue of the device stability and heat dissipation is also 
included in the device analysis. We have investigated the 
convectional concept based on the coplanar waveguide [1] and 
propose the more efficient solution based on the vertical 
configuration of voltage terminals. That way, we can focus the 
carrier flux into the narrow area and enhance the amplification 
efficiency of the device. This approach is demonstrated in the 
novel design of the active microstrip line. 
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Abstract- We have successfully fabricated the 
superconducting transition edge sensor (TES), bolometer 
technology that centers on the use of electron-phonon decoupling 
(EPD) to thermally isolate the bolometer. Along with material 
characterization for large format antenna coupled bolometer 
arrays, we present the initial test results of bolometer based on 
EPD designed for THz detection. We have selected a design 
approach that separates the two functions of photon absorption 
and temperature measurement, allowing separate optimization of 
the performance of each element. We have integrated 
Molybdenum/Gold (Mo/Au) bilayer TES and ion assisted 
thermally evaporated (IAE) Bismuth (Bi) films as radiation 
absorber coupled to a low-loss microstripline from Niobium (Nb) 
ground plane to a twin-slot antenna structure. The thermal 
conductance and the time constant of these devices have been 
measured, and are consistent with our calculations.  The device 
exhibits a single time constant at 0.1 K of ~160 µs, which is 
compatible with readout by a high-bandwidth single SQUID or a 
time domain SQUID multiplexer.  The effects of thermal 
conductance and electrothermal feedback are major 
determinants of the time constant, but the electronic heat 
capacity also plays a major role. The NEP achieved in the device 
described above is 2.5×10-17 W/√Hz.  Our plan is to demonstrate 
a reduction of the volume in the superconducting element to 
5 µm ×  5 µm in films of half the thickness at Tc = 60mK.  By 
calculation, this new geometry corresponds to an NEP reduction 
of two orders of magnitude to 2.5×10-19 W/√Hz, with a time 
constant of ~130µs. 


I. INTRODUCTION 


A TES bolometer has a higher sensitivity-response time 
product than a semiconducting bolometer with the same 
geometry due to the strong negative electrothermal feedback 
intrinsic in typical a voltage-biased TES [1,2,3]. TES 
bolometers are inherently low impedance devices, so they are 
well matched to being read out by DC SQUID amplifiers. 
SQUID amplifiers are mature and have been used extensively 
for TES bolometer arrays in formats of up to ~1000 pixels. 
Because SQUIDs operate at the base temperature of the 
bolometer, they can be coupled very closely, removing the 
complex interfaces necessary with semiconducting bolometers 
and FET amplifiers. Most TES employ fragile mechanical 
isolation in order to decouple the detector temperature from a 
cold stage temperature in order to achieve high sensitivity.  
Since, the electronic and phononic temperatures of the sensor 
can be significantly different, one can eliminate the need for 


mechanical isolation if T<<1K and sensors volume is small 
(~10s µm2). The weak interaction (thermal coupling) between 
the electrons and the phonons in metals allows a large 
temperature rise of the electrons for small input power. The 
main advantage of using this effect for thermal isolation rather 
than fragile mechanical isolation is that the bolometer does not 
require micromachining or assembly. Instead, the radiative 
power is coupled directly into the electrons in the metal, and 
the temperature of these electrons is measured directly.  


Detectors that achieve the required NEP will be designed 
taking into account this effect, called Electron-Phonon 
Decoupling (EPD). This method can produce low NEPs at 
achievable temperatures while enabling large-format arrays 
with reasonable fill factor and rapid thermal response time.  


II. DETECTOR DESIGN AND FABRICATION 


  
Figure 1. The thermal block diagram of the proposed EPD. 


 
We have integrated a small volume resistor, a similarly small 
volume TES, and a low-loss microstripline to an antenna 
structure to fabricate EPD TES receiver. We have chosen to 
implement a twin-slot antenna because of its symmetric beam 
pattern, high efficiency at short wavelengths, good rejection of 
out-of-band radiation, and the convenient ground plane that 
can be used to shield DC wiring. Short sections of microstrip 
with low loss at THz frequencies (high quality Au, which 
modeling shows will have ~0.1dB loss) will allow 
manipulation of the placement of circuit components for 
optical coupling purposes. Nb bias line chokes allow on-chip 
filtering of the TES bias lines and improved shielding. Figure 
1 shows the schematic layout of complete EPD detector. 







 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
 
 
 
 
 
 
 
 
 
 
Figure 2. (a) SEM image of 25 µm2 device. (b) SEM image of 50 µm2 device. (c) SEM image of 1225 µm2 device.  (d) Image shows the Nb ground plane, an 
insulator and Mo/Au TES sensor. (e), (f) and (g) are images of 300 GHz, 1 THz, and 3 THz  devices, respectively. For (e), (f) and (g) , a thin layer of Bi is 
deposited to act as an radiation absorber.  
 
Niobium (Nb) will be employed as both the ground plane and 
stripline material in the lower frequency range of interest (300 
- 500 GHz) because of its superconductivity.  However, at 
frequency above its energy gap Nb acts like a normal metal 
with relatively high impedance.  Consequently, gold, which is 
a low impedance normal metal film will be used, and retains 
low radiation loss properties over a wide frequency range.  In 
order to minimize both radiation loss and high reactance, we 
aimed to maximize the gold microstrip sheet conductance so as 
to permit a variety of microstrip geometries. We have 
fabricated these devices and plans for testing are underway 
[10].  
 
We use ion assisted thermally evaporated (IAE) Bismuth (Bi) 
as radiation absorber [10]. It is found that the residual 
resistance ratio of the IAE Bi is an order of magnitude higher 
than that of evaporated (TE) Bi. IAE Bi can be useful for 
antenna-coupled sub-millimeter bolometers, because it is 
resistive (i.e., it has a low reactance) to high frequencies.  This 
contrasts with TE Bi, which is reactive at frequencies as low as 
1 THz.  The improved performance of IAE Bi over that of TE 
Bi might be attributed to its smaller grain structure and/or 
lower impurity concentration. Because the IAE Bi resistivity r 
is a thickness-independent quantity, we can easily estimate the 
noise power P of a termination resistor fabricated with this 
material [10]. 
 


 


Figure 3. This schematic side view of the circuit fabrication concept for 
producing the EPD TES devices. 


 


Electron-phonon decoupled TES were fabricated on 4” 
Si(001) wafers.  One notable aspect of our sensor design is the 
absence of membranes, which greatly simplifies the fabrication 
process.  An Nb ground plane was DC magnetron sputter 
deposited and etched, via a CF4/O2 plasma, in regions 
designated for the slot antennas.  A silicon dioxide dielectric 
was next applied via electron cyclotron resonance plasma 
enhanced chemical vapor deposition.  This was a low 
temperature process, in which the wafer temperature never 
exceeded 180 C, and enabled a conformal dielectric coating. 
Niobium microstrip lines were then deposited and etched in a 
manner similar to that used to fabricate the ground plane.  The 
TES consisted of a Mo/Au bilayer film and was deposited on 
top of the silicon dioxide using electron beam deposition and 
DC magnetron sputtering for the Mo and Au, respectively.  
The Mo/Au deposition was conducted inside a custom set of 
vacuum chambers, which are connected via a common 







loadlock.  This configuration allowed for a high degree of Tc 
uniformity and reproducibility of the TES bilayer film across 
the wafer, because the Mo surface was never exposed to 
atmosphere. The TES were delineated using a positive 
photoresist mask, and ion milling and reactive ion etching, 
with a CF4/O2 plasma, were used to etch the Au and Mo, 
respectively.  Niobium bias leads were then deposited and 
etched in a manner similar to that used to fabricate the ground 
plane and were aligned so as to overlap the TES by 0.5 µm and 
1.0 µm for 25, 50 µm and 100, 300, 1225 µm devices, 
respectively (see Figure 1).  Aluminum pads were deposited 
through a liftoff mask and made contact to the bias leads. The 
final step in the fabrication process involved deposition of a 
bismuth termination resistor. Bismuth is a highly reactive 
material, which makes it susceptible to subsequent fabrication 
processes, e.g., photoresist application and developing.  
Consequently, we first patterned a PMGI lift-off mask prior to 
IAE deposition of 99.999% bismuth.  The bismuth was then 
lifted-off in acetone. Fabrication of the TES diagnostic devices, 
whose purpose was to solely characterize the TES, was a much 
more simple process.  This process only consisted of TES 
deposition on a SiO2-coated Si(001) wafer and deposition of 
the Nb bias leads and Al pads.  


 


III. EXPERIMENTAL RESULTS 


 
We have fabricated devices in different geometries. Table 1 
presents details of these devices and their characteristic 
parameters. We used Resistance-Temperature curves: 


€ 


G(T) = I2Rn /(∇T)  (Figure 4) to determine the thermal 
conductance for each device [6,8,9]. Here, 


€ 


G(T) is the 
thermal conductance at the temperature 


€ 


T , 


€ 


Rn  is the normal 
state resistance of sensor, and 


€ 


∇T  is the hysteresis in the 
Resistance-Temperature curve while increasing and 
decreasing the fridge temperature.  
 


TABLE I. The surface area, superconducting transition temperature 
(Tc) and normal state resistance (Rn) for four different detector 
geometries are listed. The TES was fabricated using bilayer of 
molybdenum (Mo) and gold (Au) material. The Mo thickness = 50 nm 
and the Au thickness = 20 nm for all the devices. Tc and Rn values 
are calculated at lowest excitation current, i.e, 0.5 µA.  
 


 
Device Surface area   


(µm2) 
On Nb Ground 


plane 
Rn 


(Ω/�) 
Tc 


(mK) 
A 25 No 0.28 410 
B 50 No 0.45 559 
C 300 Yes 0.36 232 
D 1225 Yes 0.36 341 


 
Figure 4. Superconducting transition curves of Device C at different bias 
current. The “Up” and “Down” in the plot corresponds to increasing and 
decreasing the bath temperature of cryostat, respectively. We used Adiabatic 
Demagnetization Refrigerator (ADR) with dry pulse tube cryostat to reach to 
the base temperature of 50 mK. Thin Nb foils and Lead tape magnetically 
shield the device package.  


Figure 5. Current-Voltage (I-V) curves for Device C at different bath 
temperature. The I-V curves measured at different bath temperature allow 
measurement of thermal conductance for different devices.  
 
The proposed EPD approach will employ a thermal diagram 
(Figure 1) and electrical connection (Figure 3). An antenna 
couples power into an absorbing resistor, which thermalizes 
the power into the electron bath in a time given by its internal 
thermal conductance, GWF. This power is communicated 
through Gelectron-electron (Gee) to the TES. The power then 
dissipates into the lattice phonons through a weak thermal link 
Gelectron-phonon (Gep). Provided that Gep<<GWF and Gep<<Gee, 
which we calculate to be true for temperatures below ~ 400mK, 
the sensitivity and time constant of the detector are then 
dominated by Gep. This approach is very similar to that used by 
other research groups [8,9], who have tested EPD devices 
fabricated by our group, yielding accurate knowledge of 
materials parameters related to our processes. 
 







Figure 5. Thermal conductance of all devices and T4 (straight line) fit to the G 
values. In order to decouple TES area from the G values, in this plot, G is 
divided by device area. G values are plotted with error bars. 
 
The power conducted between electrons at a temperature Te 
and phonons at a temperature of Tp is given by: 
                                      .                           (1) 


where V is the volume of the metal and Σ is a material-
dependent constant. A typical value of Σ for gold [9] at modest 
cryogenic temperatures (< 1K) is thought to be around 5×
108 W/m3/K8.  
Differentiating Eq. (1) provides the thermal conductance: 


                                         .                               (2) 


As the film thickness is much smaller than the thermal acoustic 
wavelength as is certainly the case in these experiments, the 
Kapitza conductance is underestimated by acoustic mismatch 
arguments. As has been determined experiment by many other 
groups [6,7,8,9], the principal impedance for heat flow is the 
electron phonon coupling. The electron phonon conductance 
depends on T4. Figure 5 plots the measured G values for all the 
devices at different base temperature, and T4 fit to the data. 
Using Eq. 2, we calculated the Σ for Mo/Au bi-layer to be 1.75
×1012 (±0.25×1012) W/m3/K8. 
 
As seen from the Figure 5, Device D does not fit very well to 
T4 fit. The higher order T term (T5) could fit Device D data 
more precisely. In the cases in which electron scattering 
mechanisms are governed by impurities, defects, or boundaries 
of the film, the shortened mean free path of the electrons 
should affect the electron-phonon coupling in the disordered 
metals. In a disordered film, the electron mean free path le is 
very short compared to the wavelength of phonons; q.le«1 with 
q as the phonon wave vector. In this dirty limit, M. Yu. Reizer 
and A. V. Sergeev [11] suggested that the thermal conductivity 
should be proportional to T5, not T4.  Since, Device D has 
larger sensors area, the distortions in the film can produce 
imperfections in the film, which can lead to higher G values.  
 


 The Noise Equivalent Power (NEP) derived from phonon 
fluctuations is straightforward: 


                     


€ 


NEP ≡ 4kbT
2G = 20kbΣVT


6 .                   (4) 
Assuming Device A geometry, and corresponding G value, 
Figure 6 presents the calculated NEP for the detector. At 60 
mK, the achieved NEP is 1.65×10-18W/ √Hz.  
The time constant of an EPD detector is given by: 


                      .                       (5) 


where γ is the Sommerfeld constant for electronic specific heat. 
γAU ~71 J/K2m3. We estimate the time constant,  τep ≈ 5 µs, 
which is compatible with a typical SQUID amplifier or time 
division SQUID multiplexer. The effects of thermal 
conductance and electrothermal feedback are major 
determinants of the time constant, but the electronic heat 
capacity also plays a major role.   
TABLE II. Electronic heat capacity 


€ 


Ce  for Bi absorber and Au layer in TES. 
Bi has area of 211.5 µm2 and thickness of 0.8 µm, while, Au on TES has area 
of 25 µm2 and thickness of 0.2 nm. γ and 


€ 


Σ are obtained from literature9. Heat 
capacity contribution of Mo is negligible; hence we have assumed heat 
capacity of Au as TES heat capacity.  ** The 


€ 


Σ for Mo/Au TES is calculated 
using Eq. 2, and assuming T4 fit. 


 
Material V 


(m3) 


€ 


Σ 
(W/m3K4) 


γ  
(J/K2


m3) 


€ 


Ce  
(J/K) 


Bi 
(Absorber


) 


1.68×10-10 0.24×109 0.39 2.09×10-17 


Au (TES) 5×10-18 5×108 71 1.11×10-19 
Mo/Au 
(TES)** 


1.75×10-17 1.75×1012 (±0.25
×1012) 


- - 


 
As an aside, we did not observe a correlation between 


superconducting transition temperature, Tc, and the lead-to-lead 
distance in our measurements. The lead-to-lead distance for 
Device A and Device B is 4 µm, and for Device C and Device 
D is it 12 µm and 36 µm, respectively.  
 


IV. CONCLUSION AND FUTURE WORK 


We have successfully fabricated TES with various geometries, 
which exhibit thermal isolation that is dictated by electron-
phonon coupling phenomena based upon the relationship 
between thermal conductance and temperature. The measured 
values of G are consistent with our initial calculations and 
published values [8,9].  With a 25 µm2 sensor area, we estimate 
NEP to be ~ 1.65×10-18W/ √Hz and time constant of ~ 5 µs. 
The material-dependent constant, Σ, for  


Mo/Au bi-layer was calculated to be 1.75×1012 (±0.25×1012) 
W/m3/K8. We plan on fabricating devices with lower 
superconducting transition temperature and simultaneously 
testing different  







Figure 6. Measured G and calculated NEP for TES with Device A geometry. 
We aim to operate our detector at 100 mK transition temperature. 


TES geometries e.g., the zebra normal metal stripes, 
superconducting imbedded structures in TES devices. The 
improvement in the TES designs and geometry will increase 
the sensitivity of detector by 30% to 50 %, and hence, 
estimated NEP is ~ 2.5× 10-19 W/√Hz, which is in the 
ZeptoWatts/√Hz sensitivity range. The antennas have been 
designed, simulated and produced for frequencies of 300 GHz, 
1 THz, and 3 THz. We plan on testing the antenna with optical 
input power and integrate them onto TES device. Recently, we 
have fabricated device with copper (Cu) ground plane, and 
testing is planned in near future. We are in the process of 
characterizing superconducting proximity effect for Mo/Au 
films, and optimistic about achieving required transition 
temperature. Such devices operating at lower temperature, e.g. 
60 mK will be ideal for low background measurements of 
millimeter and submillimeter wave astrophysics.   
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Abstract- In this paper, the design of the gap-coupled circular 


microstrip antenna with multi-layer substrate for 60 GHz 
technology is presented. The two circular patches are placed 
closed to each other. The feed patch is the excited by microstrip 
line feeding technique and the parasitic patch is excited by gap-
coupling. The designed antenna is simulated and optimized using 
CST Microwave Studio simulator based upon finite difference 
time domain method. The designed antenna produces a band 
width of 57.2 GHz to 64 GHz. The radiation pattern of the 
designed antenna at 60 GHz is presented.   The radiation 
efficiency and the directivity of the designed antenna is 90.82% 
and 12.27 dBi respectively. 


Keywords: 60 GHz technology, gap-coupling, microstrip 
antenna.  


I. INTRODUCTION 


The major challenges in wireless communication are to 
increase the bandwidth, data rate and to decrease the 
interference. Using 60 GHz technology, these parameters of 
the wireless communication can be increased. The 7 GHz 
frequency band around 60 GHz ranging from 57 GHz to 64 
GHz worldwide. The parameters discussed above can be 
improved using 60 GHz technology due to very high 
frequency as compared to the existing wireless system 
frequency [1-3]. Various advantages of 60 GHz technology 
have been discussed in [2].  


There are various advantages of the microstrip antennas 
as compared to the conventional microstrip antennas such as 
low profile, small size, easy to fabricate, low fabrication cost 
etc[4-5]. Due to these advantages, these antennas are 
commonly used for light weight applications such as missile, 
air craft, aerospace, wireless communication. However these 
antennas have the limitation of low gain and narrow 
bandwidth. By changing the substrate parameters, the 
bandwidth of the microstrip antennas can be increased, but 
this method causes the generation of spurious radiation and 
poor radiation. Gap-coupling is one of the suitable methods to 
enhance the bandwidth of these antennas [6-9].  


In this paper, a gap-coupled circular microstrip patch 
antenna is designed for 60 GHz applications. The design of 
the antenna is optimized using the CST microwave software 
based upon finite difference time domain method. The 
radiation and the total efficiency of the designed antenna are 
90.82% and 88.56 %, respectively. The organization of the 
rest of the extended abstract is as follows: The geometrical 


configuration of the designed antenna is discussed in section II.  
Section III discusses the simulated results with discussion. 
Finally, section IV concludes the work.  


II. ANTENNA GEOMETRY 


The geometrical configuration of the proposed multi-layer 
gap-coupled microstrip patch antenna for 60 GHz technology 
is depicted in Fig. 1. Two microstrip circular patches are 
placed closed to each other as shown in Fig. 1. The left 
microstrip circular patch is the feed patch and excited by 
microstrip line feeding technique. The right circular metallic 
microstrip patch is excited by gap-coupling. The radius of feed 
patch is ‘r1’ and of parasitic patch is ‘r2’. The thickness, the 
dielectric constant of the upper, middle, and lower substrate 
layers are ‘h1’, εr1, and ‘h2’, ‘εr2’ & ‘h3’, ‘εr3’ respectively. The 
length and the width of the microstrip feed line is ‘L’ and ‘W’ 
respectively. 


 


 
Fig. 1 Geometrical configuration of the multi-layer gap-coupled circular 
microstrip antenna. 


 


III. RESULTS AND DISCUSSION 


The designed gap-coupled circular microstrip antenna is 
simulated using FDTD based CST microwave studio software. 
The dimensions of the optimized simulated model is given in 
Table-I. The return loss of the designed gap-coupled 
microstrip antenna is shown in Fig. 2. From this figure, it can 
be observed that the designed antenna produces a frequency 
band from 57.2 GHz to 64 GHz, which can be used for 60 
GHz technology. The radiation pattern of the designed 
microstrip antenna is shown in Fig. 3. The radiation 







characteristics of the antenna have been described in table-II. 
The effect of the gap distance between adjacent edges of the 
feed patch and parasitic patch on the resonant frequency of the 
designed gap-coupled microstrip antenna is shown in Fig. 4. 
From this figure it is clear that the resonant frequency of the 
antenna decreases on increasing the gap between adjacent 
edges of patches. The variation of the resonant frequency with 
the thickness of the air-gap is also shown. From Fig. 5, it can 
be observed, that the resonant frequency can be easily 
controlled by varying the air-gap thickness. The resonant 
frequency increases on increasing the thickness of the air gap 
as shown in this figure. 
 


TABLE I 
 DIMENSIONS OF THE PROPOSED ANTENNA 


 
Radius of feed patch (mm) 1.5 
Radius of parasitic patch (mm) 2 
Thickness of upper the substrate 
(mm) 


0.2 


Dielectric constant of the upper 
substrate 


2.2 


Thickness of the middle substrate 
(mm) 


0.5 


Dielectric constant of the middle 
substrate 


1 


Thickness of the lower substrate 
(mm) 


0.3 


Dielectric constant of the lower 
substrate  


2.2 


 
 


 
Fig. 2 Return loss of the gap-coupled circular microstrip antenna. 


 
 
 
 
 
 
 
 
 
 


TABLE II  
RADIATION CHARACTERSTICS AT 60 GHz OF THE PROPOSED 


ANTENNA 
 


Radiation Efficiency 0.9082 
Total Efficiency 0.8856 
Directivity (dBi) 12.27 
Main lob magnitude (dBi)  
(theta plane) 


4.7 


Main lobe direction 
(theta plane) (in degrees) 


30 


3 dB Angular width (in degrees) 
(theta plane) 


143.6 


Main lob magnitude (dBi)  
(phi plane) 


12.3 


Main lobe direction 
(phi plane) (in degrees) 


0 


3 dB Angular width (in degrees) 
(phi plane) 


33.6 


Side lobe level (dB) -12.8 
 
 


 
(a) 


 
(b) 


Fig. 3. Radiation papttern of the antenna at 60 GHz, (a) theta plane, (b) phi 
plane. 
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Fig. 4. Variation of resonant frequency with gap between adjacent edges of 
feed patch and parasitic patch. 
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IV. CONCLUSION 


In this paper, a gap-coupled circular microstrip antenna 
has been designed for 60 GHz applications. The designed 
microstrip antenna is optimized using FDTD based CST 
Microwave simulator. The designed gap-coupled microstrip 
antenna produces a frequency band of 6.8 GHz for 60 GHz 
technology. The radiation efficiency up to 0.9082 and the 
total efficincy upto 0.8856 is achieved.  
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Abstract-Dielectric rod waveguides made of silicon and 
sapphire are characterized with simulations and measurements 
for 110-325 GHz in this paper. Such waveguides provide a good 
basis for many kinds of active and passive components at mm-
wavelengths. 


I. INTRODUCTION 


Dielectric rod waveguides are an interesting alternative for 
the base of many components in millimetre-wave and 
terahertz frequencies. Dielectric waveguides offer lower losses 
than metal waveguides and good possibilities for component 
integration on the waveguide surface. 


Earlier several components have been designed based on 
dielectric rod waveguides like antennas, flexible waveguides, 
couplers and power dividers. Active components include 
amplifiers and tunable phase shifter [1]-[6]. 


Dielectrics with different values of permittivity can be used, 
but often low-permittivity materials require more complex 
feeding structures. In this paper relatively high-permittivity 
dielectric rod waveguides made of silicon (εr=11.9, tan δ ≈  
10-4…103) and sapphire (εr║=11.56, εr┴ =9.39, tan δ ≈ 10-4) are 
characterized with simulations and measurements for 110-170 
GHz and 220-325 GHz. 


 


II. DIELECTRIC ROD WAVEGUIDES 


Many different kinds of dielectric waveguides can be used 
at millimetre wavelengths. Main types of rectangular dielectric 
waveguiding structures are a dielectric rod waveguide and an 
image waveguide. Image waveguide can also include an 
insulating layer. This paper concentrates on open dielectric 
rod waveguides that are fed with a regular metal waveguide. 


The cross-section size of the dielectric rod is an important 
parameter that affects greatly on the waveguiding properties. 
Choosing a rectangular cross-section other than a square 
decreases the possibilities for cross-polarization. Design rule 
a/b = 0.5, where a is the horizontal length and b the vertical 
length has been earlier successfully used for high-permittivity 
dielectrics at W band. Cross-section can be chosen according 
to the desired central frequency with the formula k0b = 
1.7…1.9, where k0 = 2π/λ0. λ0 is the wavelength of the centre 
frequency [7]. 


From these conditions, different DRW cross-sections sizes 
are calculated in Table I. 


TABLE I 
DRW CROSS-SECTION FOR DIFFERENT FREQUENCIES 


 
For a good matching with the metal waveguide DRW 


requires a taper section. Several types of tapers can be 
imagined, e.g., horizontal, vertical, pyramidal or dovetail 
tapers. However, as the rod dimensions get small often the 
most practical solution in manufacturing point of view is the 
vertical taper. For this reason, the waveguides studied in this 
paper include all vertical tapers. 


 


III. SIMULATIONS AND MEASUREMENTS 


A standard rectangular metal waveguides (WR-6, cross-
sectional area of 1.65 x 0.83 mm2, WR-3, 0.86 x 0.43 mm2) is 
used as a feed element. In the simplest design the dielectric 
rod is inserted in the middle of the waveguide opening. It is 
difficult to fix the rod exactly in the middle of the metal 
waveguide; one possible solution is to use thin porous Teflon 
films around the rod to fit it between the walls of the metal 
waveguide. However, this is not a very durable solution for 
real applications, but it can be used in demonstration 
prototypes.  


Ansoft HFSSTM software based on the Finite element 
method (FEM) is used to simulate and study DRW antenna 
structures. Different simulations are performed to obtain a 
better comprehension of dielectric rod waveguides and 
antennas. Fig. 1 presents the basic simulation setup (quarter of 
the structure is needed). A transition from a standard 
rectangular waveguide to another one through a sapphire rod 


Metal 
waveguide 


Centre 
frequency 


(GHz) 


 
a (mm) 


 


 
b (mm) 


 
WR-6 140 0.29-0.32 0.58-0.65 


WR-5 180 0.23-0.25 0.45-0.50 


WR-4 220 0.18-0.21 0.37-0.41 


WR-3 270 0.15-0.17 0.30-0.34 







is simulated with different cross-section dimensions and tapers 
to find the optimal structure. It is important to note that in 
HFSS the air box and its radiation boundary should be set far 
enough from the rod. Recommendation in HFSS is that the 
radiation boundary should be set at least λ/4 away from any 
radiating source, otherwise the results will be distorted. It has 
to be also noticed that this simulation setup does not take into 
account the currents on the metal waveguide external surfaces. 
These currents would probably cause extra radiation to the 
system. 
 


 
 


 
Figure 1. Basic simulation setup for metal waveguide – DRW 


simulations. 


A. Simulation results for 110-170 GHz: taper length 
 
First different taper lengths are studied with an anisotropic 


sapphire rod with 0.30 x 0.60 mm2 cross-section. Simulations 
are performed with the taper length from 0 to 6 mm. 
Anisotropy in this case means that the permittivity of the 
material depends on the axis. For monocrystalline sapphire in 
the longitudinal axis (x-axis in the simulation) εr = 11.56 and 
for other axis εr = 9.39 (y- and z-axis). Both ends of the rod 
have the same taper length. The rod length between the metal 
waveguides is 40 mm. The simulated transmission and 
reflection coefficients are presented in Figs. 2 and 3.  
 
 
 


Figure 2. Simulated S11 of a sapphire rod waveguide with 
different taper length. 


 


Figure 3. Simulated S21 of a sapphire rod waveguide with 
different taper length. 


 
As expected, the benefit of the taper section is clearly seen 


in both figures when using longer taper section. However, 
only a slight improvement is seen for tapers longer than 3 mm. 
The benefit of the longer tapers seems to be the shallower dips 
in the higher frequency end in S21. A 6-mm taper has already 
an almost flat S21 in the higher frequency range. It can be also 
seen that in lower frequencies the matching is not very good 
and even a longer taper does not improve it. One reason might 
be that the cross-section area of the rod is not optimal for the 
whole frequency range. Fig. 4 presents the simulated E field in 
sapphire rod waveguide transition between two metal 
waveguides at 140 GHz. Taper length in this case is 3 mm. 
Field propagating partially outside the sapphire rod can be 
observed. 


 
 
 
 
 
 
 
 







Figure 4. Simulated E field in the sapphire rod waveguide 
transition (quarter in the setup) between two metal waveguides 


at 140 GHz. 
 


B. Simulation results for 110-170 GHz: DRW cross-section 
 


In the next stage, propagation characteristics with different 
cross-section sizes are studied. As calculated earlier the 
optimum cross-section dimensions are b = 0.58-0.65 mm and 
a = 0.29-0.32 mm. As the metal waveguide dimensions are 
1.65 x 0.83 mm2, b can not be larger than 0.83 mm. The cross-
section size in the simulation is varied from 0.50 x 0.25 mm2 
to 0.82 x 0.41 mm2. The rod length between the metal 
waveguides also in this simulation setup is 40 mm. The feed 
taper is 3 mm in both ends. Simulated reflection and 
transmission coefficients are presented in Figs. 5 and 6. 


 


Figure 5. Simulated S11 of a sapphire rod waveguide with 
different taper length. 


 
 
 
 
 
 
 
 
 
 


 


Figure 6. Simulated S21 of a sapphire rod waveguide with 
different taper length. 


 
According to the simulation results it is clear that the 


matching is improved at lower frequencies when the cross-
section area is larger. On the other hand, matching becomes 
unstable at higher frequencies as the cross-section area is 
increased. Dips can be seen in S21. As the height of the rod is 
increased almost to equal to the height of the metal waveguide 
the dip becomes deeper and it is also shifted to a lower 
frequency. Such dips are due to the increased radiation from 
the feed because of the phase mismatch between the wave 
inside the taper and the wave in the metal waveguide [8]. 
Longer tapers would make the dips smaller as it is found out 
in the taper length simulations. The cross-section of 0.60 x 
0.30 mm2 seems to offer a good compromise with the overall 
matching over a wide frequency range with a relatively low 
mismatch at the higher frequency end. 


 
C. Measurement results for 110-170 GHz 


 
The measurements are done with Elmika scalar network 


analyzer, R2402E. Small pieces of porous Teflon sheets are 
used to hold and position DRWs in the center of the metal 
waveguides. 
 
Four different DRWs are measured: 
 
• Silicon short: 40 mm (32 mm + 2x4 mm tapers), 0.31 x 


0.61 mm2 cross-section 
• Silicon long: 58 mm (50 mm + 2x4 mm tapers), 0.31 x 


0.62 mm2 cross-section 
• Sapphire short: 18 mm (10 mm + 2x4 mm tapers), 0.30 x 


0.60 mm2 cross-section 
• Sapphire long: 58 mm (50 mm + 2x4 mm tapers), 0.30 x 


0.60 mm2 cross-section 
 


Measurement results are presented in Figs. 7 and 8. The black 
line in Fig. 7 is the measured transmission coefficient for two 
WR-6 metal waveguides that are connected together.  







The black line in Fig. 8 is the S11 of an open-ended WR-6 
waveguide. 
 


 
Figure 7. Measured S11 in D band. 


 
Figure 8. Measured S21 in D band. 


 
The insertion loss is about 1 dB higher for the long silicon 


rod waveguide over the whole frequency range. In sapphire 
the difference is not so clear. This result is expected due to 
higher loss tangent of silicon. The return loss of an open-
ended WR-6 is about 10 dB higher than with any of the DRWs.  
 
D. Simulation results for 220-325 GHz: DRW cross-section 


 
The dimensions of the rod are defined in similar way as in 


the case of the D-band antenna. The cross-section dimensions 
at 310 GHz central frequency are b ≈ 0.26-0.30 mm and a ≈ 
0.13-0.15 mm. As the metal waveguide dimensions are very 
small (0.86 x 0.43 mm2) the accuracy and rod pointing 
problems are also emphasized in this frequency range.  


The total rod length is chosen to be 12 mm including a 2-
mm taper section in both ends. Fig. 9 and Fig. 10 present the 
simulated S11 and S21 of the sapphire rod waveguide with 
different cross-sections. 
 


 
Figure 9. Simulated S11 of a sapphire rod waveguide with 


different cross-section. 


Figure 10. Simulated S21 of a sapphire rod waveguide with 
different cross-section. 


 
According to the simulation results, the reflections are 


significantly larger in rods having the cross-section area 
smaller than 0.30 x 0.15 mm2. With larger cross-sections 
similar dips that have been observed in D band occur, but they 
are significantly smaller. Cross-section area of 0.15 x 0.30 
mm2 seems to be a good choice for this frequency range. It 
also leaves some margin for manufacturing tolerances as the 
performance remains quite stable in little larger or smaller 
dimensions. 
 
E. Simulation results for 220-325 GHz: taper length 
 


Figs. 11-13 present the simulated results of the sapphire rod 
waveguide with the cross-section of 0.30 x 0.15 mm2 with 
different taper lengths. According to the simulated S 
parameters tapers longer than 2 mm do not improve the 
performance significantly. That is clearly visible in both S11 
and S21.  


 
 


 
 
 
 
 







 


Figure 11. Simulated S11 of a sapphire rod waveguide with 
different taper length. 


 


 
 


Figure 12. Simulated S21 of a sapphire rod waveguide 
with different taper length. 


Figure 13. Simulated S21 of a sapphire rod waveguide with 
different taper length (2.0-4.5 mm). 


 
 
 
 


 
F. Measurement results for 220-325 GHz 


 
The measurements are done with Agilent N5260A vector 


network analyzer. Fig. 14 presents a photograph of the 
measurement setup. Special WR-3 waveguides are used to 
facilitate the matching of the DRW. The DRW is made of 
silicon and its length is 12 mm including 2 mm taper section 
in both ends. The cross-section area is 0.30 x 0.15 mm2. 


 


 
 


Figure 14. A photograph of the measurement setup. 
 


Figs. 15 and 16 present the measured S11 and S21 compared 
with the simulations. Especially in S21 the difference between 
the measurements and simulations is rather large. As the 
frequency increases the matching of the DRW becomes more 
and more difficult. In this case a porous Teflon film is used for 
positioning of the DRW and its effect is larger than in the D 
band. Also the manufacturing tolerances become more critical. 
However, at high frequencies relatively low transmission loss 
is achieved, less than 3 dB. 


 


Figure 15. Measured and simulated S11 of the silicon rod 
waveguide. 


 
 
 
 







 
Figure 16. Measured and simulated S21 of the silicon rod 


waveguide. 
 


IV. CONCLUSIONS 


In this paper, DRWs have been studied with simulations and 
measurements for 110-325 GHz. In simulations the DRW 
performance is analysed with different cross-section sizes and 
taper lengths. D-band measurements of the manufactured 
prototype show that very good agreement with simulations can 
be achieved. At higher frequency band, 220-325 GHz, the 
prototype manufacturing tolerances and matching are more 
demanding, and in order to meet the simulated results more 
sophisticated methods are required than those available at this 
stage.  


However, it has been shown that the dielectric rod 
waveguides are a potential alternative for the base of many 
active and passive components also at sub-millimetre 
wavelengths. Measurements at higher frequency band have 
been made only with a silicon prototype. However, silicon 
becomes rather fragile to process for a rod waveguide at this 
frequency range. Sapphire would offer a better durability. 
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Abstract- A printed antenna with good time domain 


performances for 60 GHz short range impulse communication is 
presented in this paper. The antenna was simulated and optimised 
using Agilent software Momentum and EMpro. The antenna 
presents a maximum gain of 7.4 dBi, 4 GHz bandwidth and short 
delay spread. The influence of the antenna on the transmitted 
pulse is analyzed and demonstrates the superior antenna 
performances with an antenna fidelity reaching up to 84%. 


Key words: 60 GHz, printed antenna, antenna fidelity, impulse 
architectures  


I. INTRODUCTION 


With the increasing (demand) concerning high data rates 
wireless applications satisfying additional requirements such as 
low-cost and power consumption, new radio solutions have 
being developed in the 60 GHz band. These solutions make 
profit of the advantages of this band especially after the 
allocation of about 9 GHz of the [57GHz-66GHz] band to 
unlicensed use in Europe for example [1][2] 


In our study we focus on short range indoor applications 
such as kiosk downloading or very high speed wireless 
connections for mobile devices. These applications don’t 
require directive antennas. Therefore, onboard integrated 
antennas with a sufficient trade-off gain and Half-power beam 
width can be appropriate candidates. In this paper, a new 60 
GHz printed antenna, designed for impulse radio 
communications, is presented. The antenna effect on the 
transmitted and received pulse was also analyzed in different 
points in the space.  


II. ANTENNA DESIGN AND  CHARACTERISATION 


Figure 1 shows the geometry of the proposed antenna. A50 
Ω feed line is used for the excitation followed by a slot .The 
structure is also characterized by steps on both sides of the 
patch. The antenna is designed on RT/duroid 5880 substrate 
with 0.254 mm thickness (εr =2.2, tanδ=0.0009 at 10 GHz) 
[1].The choice of a substrate with a low dielectric constant was 
made in order to maximize the antenna radiation. The substrate 
length is 6.6 mm and the width is 3.8 mm.  
 
 
 
 
 
 
 
il faudrait mettre le “feeding point” sur la figure 1 


 


TABLE I 
ANTENNA DIMENSIONS 


 
L_substrate 6.6 mm 


W_substrate 3.8 mm 


W 0.8 mm 


L 2.2 mm 


III.  SIMULATIONS AND RESULTS  


Antenna performances are estimated using simulations on 
Agilent software Momentum and EMpro. Its return loss is 
below -10 dB from 58 to 62 GHz (4 GHz bandwidth), as 
shown in figure 2. This antenna presents a maximum gain of 
7.4dBi at 59 GHz and a Half-power beam width  of 90° . 


 
 
 


 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


feedingfeeding


 
 
 


Figure1.  Configuration of the proposed antenna: (a) front view (b) left view 


(a) 
(b) 


Figure2. Antenna charactreristics 


Figure2. Simulated antenna characteristics  


(a) Radiation pattern   (b) Gain and Aperture at -3dB  


(c) Bandwidth 
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 Effects of the antenna on transmitted and received pulse have 
an important impact on the performances of impulse 
architectures in the case of a correlation receiver with high 
delay spread antenna for example, risks overlapping, which 
limit data rates , as well as frequency [3] [4]. Fidelity of the 
radiated and received pulse has to be taken into account while 
designing the antenna.  
The fidelity factor of an antenna characterised the distortion 
introduced by the antenna on the transmitted pulse. So it 
describes the similarity degree between the transmitted pulse 
and the received pulse at the direction (ϕθ , ). The expression 
of the fidelity factor is given as follows: 
 
 
 
 
Where  - x is the transmitted pulse 
            -  y is the received pulse at the direction (ϕθ , ) 
 
 
 Considering a modulated Gaussian pulse at 59 GHz, with 
duration of 142 psec in order to cover the entire allocated band 
between 57 GHz and 64 GHz, for the excitation, the fidelity 
factor of the antenna is calculated in many directions for two 
configurations scenarios. 
In the first scenario (figure we focus on the similarity between 
the radiated pulses in many directions and the transmitted pulse. 
. 
 


 
 


 
 
 
 
 


 
 
 
 
 
 
 
 
 
 
The following Table shows some calculated values of the 
antenna fidelity factor for some specific directions .It reaches 
84% in the case of ( )45,45 °=°= ϕθ for the radiated pulse 
which can be considered as excellent. 
 
 


 


TABLE II 
ESTIMATED ANTENNA FIDELITY  


  
 
 
 
 
 
 
The same antenna is used in the second scenario for the 
reception (Figure 4). The antenna fidelity is then estimated at 
the out put of the second antenna. It reaches in this case 61%. 
 
 
 
 
 
 
 
 
 


 


 
       Figures 5 and 6 show the transmitted and received pulses.   
 
 


 
 
 
 
 
 
 
 
 
 
              
 
 
 
 
 
 
 
 
 
 
 
 
 
The received pulse is the second derivative Gaussian 


excitation pulse. As a result, the received pulse is similar to the 
input pulse with some distortion. This distortion is acceptable 
since it didn’t exceed one third of the pulse duration to avoid 


thêta phi FF 


0 0 80.2% 


45 0 79.7% 


45 45 84.1% 


Figure4. Antenna Fidelity: scenario 2 


Figure 3.Antenna Fidelity : scenario 1 


 Figure5. Input pulse 


Figure6. Received pulse 







inter symbols interferences in the case of pulse series 
transmission and guarantee high data rates. 


For the impulse transceiver architectures, the time repetition 
of the pulse is a one of the important factors characterizing 
their performances .It is chosen to avoid inter-symbol 
interferences by respecting the following condition: Tr > Td +Ts 


where Td is the channel delay spread and Ts is the pulse 
duration .So if the antenna introduced an important distortion 
in the transmitted pulse the previous condition could not be 
respected. 
In this context, the presented antenna seems to be a good 
candidate for impulse architectures based on pulse energy 
detection. 


IV.  NON COHERENT RECEIVER 


The block diagram of a non coherent receiver is reported in 
the following figure .It includes an LNA, a band-pass filter 
bank, a square law device and a gate integrator. The receiver 
compares the energy of the received signal to a given energy 
threshold in order to make the decision. 


 
 
 
 
 
 


 
Figures 9,10,11,12 show a train of pulses using OOK 
modulation at different stages of the receiver  
 
 
 


 
 
 
 
 
 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
 
 
 
 
 
 
        
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The decision is done, respecting two hypotheses [5][6]: 


    
                                                       �    Bit 0 
 
 
                                                       �    Bit 1 
 
 
Where s(t) is the received noise and n(t) corresponds to the 
noise. 
So, the receiver estimates the signal energy during the time 
      
integration period (                                  ) and compares it to  
the estimated threshold which is greater than noise energy in 
order to decide the presence or the absence of a pulse during 
that period. 
The non coherent receiver presents many advantages like its 
low complexity, easy implementation and the absence of 
synchronisation. 
However, it has some limitations such as the signal to noise 
ratio SNR, which can affect the pulse detection in case of low 
SNR, and the time integration period limited by the channel 
delay, the time repetition of the pulse and the antennas 
distortion, and hence, the chosen antennas in the transmission 
and the reception should have high fidelity of radiated and 
received pulses to not limit the architecture performances. 
  
The proposed antenna can be also a good candidate for multi 
band impulse transceiver architectures [4] where the time 


Figure7. Non coherent receiver architecture 
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Figure 10 received train of pulses  
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Figure 11 Squared pulses 
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Figure 13 decision 
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Figure9. Transmitted data 
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repetition of pulses is a fundamental factor limiting the out put 
data rate of the transceiver. 


V. CONCLUSION  


A 60 GHz millimetre wave planar antenna with a trade-off gain 
band width and radiation pattern for impulse architectures is 
described. The reasonable distortion generated by the antenna 
on the pulse in transmission and reception is calculated. 
Therefore, the proposed solution can be considered as an 
optimal candidate for impulse architectures based on pulse 
energy detection.  
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Abstract—The development of a sub-millimetre wave, spatially
power combined, quasi optical HBV multiplier is presented.
Emphasis is placed on key concepts of spatial power combining of
frequency multipliers, as well as design challenges. The current
state of the design as well as the final goal is further discussed.


I. INTRODUCTION


DURING the past decades considerable effort has been
spent on increasing the output power and efficiency of


sub-millimetre wave sources.
While sufficient power for single receiver LO drive is avail-


able in the sub-millimetre wave spectrum, applications such as
radar, communication links and large arrays of receivers call
for an increasing amount of output power. Quasi-optical power
combination has been successfully applied to e.g. amplifiers
at millimetre wave frequencies [1]. However the development
of such nonlinear multipliers, by harvesting the harmonics of
the input frequency, is more challenging and not yet fully
explored. Nevertheless promising results have been published
both for continuous, with 684 mW CW output power from an
HBV tripler array at 93 GHz [2], and pulsed operation with
24 mW for a Schottky doubler array at 1 THz [3].


GaN MMIC amplifiers are another source for high output
powers at W-band. Recent single chip amplifiers produce over
800 mW of output, for which power combined solutions
generate multi watt levels [4] [5]. The quasi-optical power
combined varactor multiplier presented here is intended to
serve as a technology demonstrator for future higher frequency
versions. In the sub-millimetre wave region the competition
mainly consist of single chip multipliers or binary waveguide
combination circuits. The maximum output power from solid-
state multipliers at 300 GHz is in the order of tens of milli-
watts. The aim of this waveguide integrated HBV multiplier
array is to exceed 100 mW at WR-3.4 band, the progress of
the work will be presented.


II. DESIGN


The general concept of varactor multiplier design is to
present properly chosen embedding impedances to the varactor
in and output. On the input side a good source match is needed
together with a termination for higher harmonics to prevent
propagation in the wrong direction. On the output the input
frequency needs a god termination while the desired harmonic


Fig. 1. Conceptual layout of frequency multiplier with half of the waveguide
removed, consisting of input- and output filters and matching. The antenna
array with varactors is placed in the centre.


must be allowed to propagate. When using the spatial power
combination scheme the in- and output filters can be realised
by frequency selective surfaces, FSS, in combination with
dielectric supports and impedance tuning slabs. The varactors
are then embedded in an antenna array designed for good
coupling to both the input and output mode. A schematic
illustration of the multiplier configuration is shown in Figure
1. One of the motivations for the project is to test to what
extent modern computational electromagnetics can be used to
optimise the design of spatially power combined varactors.
Some parts of the design which aims at a tripler from the WR-
10 to WR-3.4 waveguide band are further discussed below.


A. Filter design


The input filter is a capacitive mesh frequency selective
surface, FSS, mounted perpendicular to the propagation di-
rection in the waveguide. The capacitive mesh, acting as a
shunt suceptance, forms the input low pass filter. Similarly on
the output an inductive strip filter will be used to reflect the
fundamental input frequency and pass the third harmonic. One
possibility to add electronic tunability to the design is to use
varactor loaded FSS filters, the possibilities with that approach
has not yet been fully investigated.


B. Array optimisation


The current approach is to first find the gap impedance of
the antennas in the array by finite element simulations inside a
waveguide. The model used consists of the whole array where
the dipoles are approximated as thin wires to save computation
time. One problem with embedding an array in a waveguide







structure is the uneven field distribution. Contrary to a free
space quasi-optical array where the uniformity of an impinging
TEM wave is better than in a TE10 waveguide, where the
field varies as half a cosine across the extent of the array.
The uneven excitation created in a uniform array causes the
devices in the centre of the array to saturate long before the
other parts of the array reach optimal efficiency. A common
behaviour of the efficiency of a HBV tripler as a function of
input power can be found in [6].


To mitigate this field non-uniformity and boost the perfor-
mance for power amplifier grids, the use of a photonic crystal
waveguide wall to has been demonstrated [7]. No reports of
the use of such structures in multipliers have been found but
it is a promising concept. Optimising the diode impedance at
the different sites in the array is another way to improve the
multiplier performance. By doing so the current distribution
in the dipole arms can be made more even and thus the power
distribution between the diodes will be improved.


C. Thermal management


Thermal management is an important part of the design
in single chip multipliers as well as in arrays and while
the thermal effects are investigated in detail for single chip
designs little can be found for large varactor arrays. Important
considerations to keep in mind is that the power handling
and array device density can be limited both by bulk thermal
transport problems as well as thermal transport within the
diode mesas. Since the bulk thermal conductivity in the InP
varactor substrate is poor a heat spreader may be required to
heat sink the whole substrate to the mounting waveguide. The
heat spreader also adds mechanical support to the brittle InP
substrate. Further design considerations are what type of heat-
sink that is suitable, some candidates are diamond, SiC and
AlN.


III. CONCLUSION


This presentation presents the current state of development
of a multiplier using quasi-optical power combination as an
efficient way to overcome the power handling limitations of
a single varactor chip. The multiplier is intended to be a
stepping-stone in the development of similar devices at higher
frequencies.
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Abstract—In this paper, a transition from rectangular wave-
guide to differential stripline is introduced, allowing a butt
joint connection of the waveguide and a planar differential
network, without using an elaborate manufacturing process or
further elements like a λ/4 back-short waveguide. It can be
used for different purposes, where microwave probe feeding
isn’t applicable or available, especially for undisturbed radiation
pattern measurements of differential antennas. It is designed for
a center frequency of 77 GHz, obtaining a relative bandwidth of
17 % for 10 dB return loss and a high common mode rejection.
Design, simulation and measurement results of the transition are
presented. The transition is used in a setup to measure planar
balanced-fed millimeter-wave antennas. This setup together with
additional measurement results of the antenna are shown.


Index Terms—waveguide transition, differential stripline, mul-
tilayer substrate, W-band, millimeter-wave antenna, aperture-
coupled antenna.


I. INTRODUCTION


In the course of utilizing the millimeter-wave frequency


regime for commercial applications, e.g. automotive radar or


high speed wireless communication, more and more monolith-


ically integrated circuits are available or are currently under


development. These MMICs tend to use differential active


circuits, requiring an optimal transition to the traditionally


used waveguide structures at high frequencies. Several longi-


tudinal transitions to single-ended microstrip lines have been


reported, utilizing antenna-like or finline structures. On the


other hand, the classical waveguide probe coupling as vertical


transition offers a wide bandwidth, but needs a shorted quarter


wavelength waveguide in extension. In [1] and [2], vertical


transitions to single-ended microstrip lines are presented, using


either two patches and a complex multilayer LTCC for gaining


bandwidth, or a back-short waveguide with a microstrip probe


feed. These designs are either too complex or not expandable


for differential networks in a desired low-cost substrate multi-


layer configuration. In [3], a novel transition from waveguide


to differential microstrip line is presented, which offers a wide


bandwidth, but suffers from the needed metal cap in extension


of the waveguide.


Our aim is to present a simple transition from rectangular


waveguide to differential stripline, which can be easily adapted


to many different multilayer substrate configurations. After


introducing the proposed design, simulation and measurement


results of the transition are shown. It is used in the character-


ization of a planar balanced-fed millimeter-wave antenna [4],
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Fig. 1. Cross-sectional views of the transition and its parameters


where the feeding network and the radiating structure is


seperated by a ground plane in the multilayer. The radiation


parameters are obtained without disturbance by the measure-


ment setup, in contrast to the typical differential microwave


probe setup. The measurement setup is presented together with


simulation and measurement results of the antenna.


II. DESIGN OF THE TRANSITION


A promising transition is presented in [5], where the mode


conversion between the waveguide and two in-phase excited


microstrip lines is achieved by using the resonance of a patch


element. This is therefore independent from a defined λ/4
back-short waveguide. Utilizing this design as a basis, a second


stripline is embedded to realize the differential output. In


Fig. 1, three cross-sectional views of the proposed transition


are shown. The planar structure consists of two low-cost


substrate layers (RO4350/RO4450 laminate and prepreg by


Rogers Corporation), embedding the shorted waveguide end


and the inset striplines (view A, single-ended ports #2a and


#2b) between two ground layers. The waveguide short is


connected to the lower ground layer by several via holes, ex-


tending the rectangular waveguide (port #1) into the substrate.







TEM


TE01


TM01


Fig. 2. Electric field distribution and modes in the transition at 79GHz


This lower ground layer has a cut-out with the size of the used


WR-10 waveguide, gaining clearance for the rectangular patch


element (view B).


The functional principle can be easily explained using the


electric field distribution, shown in Fig. 2. The dominant TE10


mode of the waveguide is converted to the TEM mode of the


stripline by exciting the dominant TM01 mode of the patch.


By placing the two striplines in opposite to each other, the


desired phase difference of 180◦ can be achieved over a wide


frequency range. Both striplines are offset from the middle


of the patch, in order to not excite the higher order TM20


mode of the wide patch [5]. The parameters of the patch L
and W are used to tune the TM01 mode of the patch to match


the operation frequency of the transition and the requirements


of the multilayer substrate system, defined by the height of


the laminate hlam and its permittivity εr,lam. The parameters


of the stripline, its width w, spacing dy and excentricity dx,


as well as the gaps gx and gy can be optimized for optimal


transmission, yielding good return loss and high bandwidth.


Considerations upon theese parameters are presented in [5]


and can be transfered one-to-one.


In order to combine the two out-of-phase single-ended


striplines, a single-to-differential stripline T-section is de-


signed. Aiming towards a differential line impedance of 100Ω,


the optimal single-ended line impedance was calculated to


55Ω, which has to be matched to the input impedance of the


transition. The resulting design can be seen in Fig. 3, showing


the stripline layer with the combined differential port #2 and


the slight transparent waveguide port #1, surrounded by via


holes.


For the desired millimeter-wave antenna, the multilayer


consists of two sheets of RO4350 laminate with heights of


hlam = 0,254mm and hant = 0,338mm, connected by a


sheet of RO4450 prepreg with a height of hpre = 0,2mm. The


dielectric parameters of the substrate are set to εr,lam = 3,9,


εr,pre = 3,8 and tan δε = 0,008 in the simulation, gathered


port #1
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single to
differential
stripline


port #2


Fig. 3. Top view of the transition including matching network and differential
output
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Fig. 4. Simulation result of the single-ended transition


from a previous characterization of the substrate, since the


values in the datasheet are specified only for 10GHz.


III. SIMULATION AND MEASUREMENT RESULTS OF THE


TRANSITION


In the first design step, the transition was optimized without


the single-to-differential stripline T-section, as shown in Fig. 1.


As can be seen in the simulation results in Fig. 4, the return


loss at all ports of the transition is better than 10 dB between


68,2GHz and 88GHz. The power is divided equally with


a 180◦ phaseshift to the single-ended striplines, which are


isolated better than 12 dB over the entire band.


In order to measure the transition with our setup, which


consists of two frequency converters ZVA-Z110 together with


the four-port network analyzer ZVA24 by Rohde&Schwarz, a


back-to-back configuration with two transitions and a 23mm


long differential stripline inbetween has been manufactured.
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Fig. 5. Simulation and measurement results of the back-to-back setup of the
transition


The parts of the surrounding hardware are shown in Fig. 6. The


simulation and measurement results of the proposed transition


are presented in Fig. 5 and are in very good agreement. The


return loss of the back-to-back measurement exhibits a 10 dB


bandwidth of more than 13GHz, although there is a ripple due


to some reflections. The measured insertion loss in the desired


band shows higher attenuation than expected, which is caused


by higher dielectric losses, but is still acceptable. Due to the


symmetric design, this transition exhibits a low conversion but


high rejection of the common mode, which contributes to the


seen ripple in the results. By surrounding the whole transition


with via holes, the crosstalk to neighbouring transitions in a


row configuration can be suppressed effectively.


IV. ANTENNA MEASUREMENT SETUP


The most usefull feature of the proposed transition is its


robustness in a measurement setup and simplicity of design,


together with the possibility to adapt it to different multilayer


setups for miscellaneous measurement tasks. One of the de-


manding tasks is e.g. the measurement of radiation pattern


of planar millimeter-wave antennas, especially if they are


differential fed, without disturbing the measurement by the


feeding structure. Two antennas presented in [4], a straight


and a rotated by 45◦ balanced-fed patch-excited horn antenna,


are measured using the proposed transition, utilizing the afore-


mentioned frequency converters and a network analyzer, some


standard WR-10 waveguide parts and, for a row of up to five


antennas, a narrowing waveguide splitblock. These parts are


shown in Fig. 6 and can be easily mounted on each other.


For measuring the radiation pattern, the antenna under test


together with the frequency converter is attached to a test-


positioner system in an anechoic chamber, allowing for a


spherical scan over the whole hemisphere without disturbance.


Due to moving constraints of the farfield measurement setup,


angles bigger than 60◦ could not be reached.


WR-10 waveguide
narrowing section


back-to-back
transition


5 AUT with horn
and transition


Fig. 6. Parts of the measurement setup: multilayer back-to-back transition,
multilayer transition for feeding a millimeter wave antenna, standard WR-10
waveguide feed splitblock, frontplate with horn
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Fig. 7. Simulation and measurement results of two different antenna designs:
straight antenna (solid line) and rotated antenna (dashed line)


V. SIMULATION AND MEASUREMENT RESULTS OF THE


ANTENNAS


At first, the simulated and measured scattering parameters of


the two antennas are discussed. The results are shown in Fig. 7,


exhibiting a 10 dB bandwidth of minimum 11GHz for the


straight, and minimum 15GHz for the rotated antenna, taking


into account the ripples of the return loss. The resonance


frequency is slightly shifted downwards, resulting from man-


ufacturing tolerances and variations in the permittivity. Due


to the lack of appropriate calibration standards, the measured


results suffer from the influence of the transition, expecially


above 80GHz. Nonetheless are the results in good agreement


and prove the case for the antenna design.
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Fig. 8. Measured copolarized amplitude pattern of the straight antenna at
79GHz
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Fig. 9. Measured crosspolarized amplitude pattern of the straight antenna at
79GHz


At last, some radiation pattern results of the straight antenna


are shown at 79GHz. Normalized to its measured gain of


about 9 dBi, Fig. 8 and Fig. 9 illustrate the copolarized and


crosspolarized radiation amplitude pattern. Beamwidths in the


E-plane (azimuth) and H-plane (elevation) are almost identical


at 50◦ with very low sideway radiation and no sidelobes.


The crosspolarized component is at least 18 dB below the


maximum in each quadrant. Another important figure of merit


is the phase pattern, which is presented in Fig. 10. The phase


pattern is quite plain over a wide range of viewing angles,


making the antenna very suitable for digital beamforming


applications or synthetic aperture radar systems.


VI. CONCLUSION


A transition from waveguide to differential stripline at


millimeter-wave frequencies is presented. Its simple construc-


tion is especially suitable for radiation pattern measurements


of planar balanced-fed antennas, where disturbances due to
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Fig. 10. Measured copolarized phase pattern of the straight antenna at
79GHz


microwave probe measurements or adjacent metal parts are


undesirable. The design can be easily adapted to miscella-


neous multilayer setups. The design procedure together with


simulated and measured results of the transition are presented


and show good agreement, with a relative bandwidth of about


17% for 10 dB return loss and acceptable insertion loss.


Parameters of a planar balanced-fed millimeter-wave anten-


nas are measured, including return loss and amplitude and


phase radiation pattern. Simulated and measured results agree


very well, exhibiting a relative bandwidth of minimum 15%


for 10 dB return loss, a symmetric radiation pattern with low


crosspolarization and a plain phase pattern.


Future research activities involve bandwidth enhancement


of the transition by the use of parasitic patches and the


measurement of different multilayer configurations, together


with further antenna designs.
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Abstract – A folded-dipole-driven quasi-Yagi antenna that 
operates in the 60-GHz frequency region is described. The 
antenna is designed on both sides of low permittivity liquid crystal 
polymer substrate to minimize the dielectric loss, and is matched 
with a 50-  microstripline. The folded dipole driver is connected 
to the microstrip feedline by a broadband microstrip-to-coplanar 
stripline transition with a quarter radial stub. The key motivation 
for the use of a folded dipole is to increase the input impedance at 
the driver, so that it can be matched with the characteristic 
impedance of the coplanar stripline. The antenna exhibited an 
impedance bandwidth of 51.6–69.4 GHz with a –10 dB reflection 
coefficient and a flat gain of 5.04–5.51 dBi within this bandwidth.  


I. INTRODUCTION 
The 60-GHz bands have been allocated for high-data-rate 


wireless communication systems [1]. In general, antennas for 
high-data-rate wireless communication systems must be 
broadband, low profile, lightweight, low cost, and easy to 
fabricate. The quasi-Yagi antenna, which is based on a 
combination of the classical Yagi–Uda antenna and a 
microstrip antenna, is especially suitable for 60-GHz 
applications because it satisfies all of the above requirements. 
60-GHz quasi-Yagi antennas have been demonstrated using 
complementary metal–oxide–semiconductor (CMOS) 
compatible manufacturing technology [2, 3], and have been 
fabricated on semi-insulating GaAs membrane substrates [4]. 
However, these antennas used regular half-wavelength dipole 
drivers, which are not well matched with the characteristic 
impedance of the coplanar stripline on low permittivity 
substrates. This is because the physically realizable 
characteristic impedance of a coplanar stripline is usually 
higher than the input impedance of a regular dipole. 


In this paper, a broadband folded-dipole-driven quasi-Yagi 
antenna in the 60-GHz frequency region is described with a 
bandwidth of 51.64–69.36 GHz and a flat gain of 5.04–5.51 dB. 
The folded dipole is used to reduce the impedance mismatch 
between the coplanar stripline and the driver for the quasi-Yagi 
antenna on low-permittivity substrate. The antenna was 
designed on both sides of a liquid crystal polymer (LCP) 
substrate, which is widely used in antenna designs for 
millimeter-wave applications. 
 


II. ANTENNA STRUCTURE AND RESULTS 
Figure 1 shows the geometry of the folded-dipole quasi-


Yagi antenna. The conductor was placed on both sides of a 
6×6-mm LCP substrate, which had a relative dielectric 
constant of r = 3.16 and was 50.8- m-thick. The antenna 


comprised a microstrip feedline, a folded dipole driver, a 
parasitic strip element as a director, and a truncated ground 
plane as a reflector. The driver and the director were printed on 
the top side of the substrate. Since the microstrip feedline 
cannot be directly connected with the driver because of the 
structure of the quasi-Yagi antenna, a broadband microstrip-to-
coplanar stripline with a quarter radial stub was used at the 
transition between the two. The entire design was optimized by 
using the full-wave electromagnetic simulator CST Microwave 
Studio. The design parameters of the antenna were optimized 
for broadband characteristics and small gain variation. The 
optimized design parameters are as follows: Wms = 122, D = 
300, g = 60, R = 0.7, T = 800, Ldriv = 1960, Ldir = 1240, S = 500, 
Sd = 80, and wc = 500, where all units are m.  


 


 


Fig. 1. Geometry of the antenna 
 


Figure 2 shows the reflection coefficient of the antenna. 
The bandwidth was 51.64–69.36 GHz when the reflection 
coefficient was less than –10 dB. The radiation patterns in the 
E- and H-planes at 56, 60, and 64 GHz are shown in Figure 3. 
At 56 GHz, the gain of the antenna was 5.18 dB, and the half-
power beamwidth (HPBW) was 65.0° along the E-plane and 
191.8° along the H-plane. At 60 GHz, the gain of the antenna 
was 5.3 dB, and the HPBW was 68.5° along the E-plane and 
186.7° along the H-plane.  At  64  GHz,  the  gain  of  the  antenna  







was 5.5 dB, and the HPBW was 74.5° along the E-plane and 
166.8° along the H-plane. As shown in Figure 3, the gain of the 
antenna was in the range 5.04–5.51 dB, which corresponds to a 
gain variation of 0.47 dB within the impedance bandwidth. 
Therefore, we can expect stable operation for both 
transmission and reception in 60-GHz high-data-rate wireless 
communication systems. 
 


 
Fig. 2. Reflection coefficient of the antenna. 
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Fig. 3. Radiation patterns of the antenna: (a) E-plane and (b) 
H-plane.  56 GHz,  60 GHz,  
64 GHz.  


 
 


Fig. 4. Gain of the antenna. 
 


III. CONCLUSIONS 
A broadband folded-dipole-driven quasi-Yagi antenna for 


60-GHz wireless applications is described. A broadband 
microstrip-to-coplanar stripline transition with a quarter radial 
stub was used to improve the impedance matching between the 
folded dipole and the microstrip feedline. The impedance 
bandwidth was 51.64–69.36 GHz when the reflection 
coefficient was less than –10 dB, and the gain was 5.04–
5.51 dB within this bandwidth. The broadband characteristics, 
planar structure, low gain variation, and stable radiation pattern 
of the antenna make it suitable for 60-GHz high-data-rate 
communication systems. 
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